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Abstract—Prediction of the meteorological parameters, such as
temperature, humidity, rainfall, wind speed, etc., is a crucial task
for industrial and agricultural applications. In recent years deep
learning techniques have become more popular for predicting the
time series weather data because of their accuracy and promising
result. However, adding an attention mechanism in the deep
learning model provides more long-term prediction accuracy.
This article investigates the potential of attention-based deep
learning models for improving the forecasting accuracy of the
meteorological parameter temperature. The attention mechanism
helps in improving the forecasting accuracy, which is evident from
the experimental result analysis in terms of key performance
metrics such as Mean Absolute Error (MAE), Mean Squared
Error (MSE), and Root Mean Squared Error (RMSE).

Index Terms—Weather forecasting, deep-learning, attention
mechanism

I. INTRODUCTION

Weather prediction means the process of estimating the
likely state of the atmosphere at a specific date and time.
The climatology parameters such as temperature, wind, humid-
ity, precipitation changes abruptly because of natural factors
such as solar radiation, volcanic eruption, and human-induced
factors like greenhouse gasses, deforestation, pollution, etc.
This changes of weather parameters have a significant effect
on leaving live [1]. Hence, it is highly essential to measure
accurate weather parameter that helps people prepare for
severe weather events such as hurricanes, tornadoes, and bliz-
zards, which can save lives and minimize property damage. In
agriculture it helps the farmer to plan planting and harvesting
schedules, as well as to protect crops from damage due to
extreme weather.

Several techniques are adopted to predict the time series
data, such as numerical, statistical, machine learning, deep
learning, etc. The traditional methods rely on numerical mod-
els that use historical data and physical principles to predict
future weather patterns. The univariate statistical methods
namely auto-regressive integrated moving average (ARIMA),
Prophet, Seasonal ARIMA [2], SARIMAX, and multivariate
statistical models such as vector auto-regressive (VAR), vector
moving average (VMA), and a combination of VAR and VMA
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known as VARMA are used. However, these methods have
limitations in terms of accuracy and scalability because they
provide good accuracy on linear input data but are unable to
handle non-linear data.

To surpasses the traditional statistical models machine learn-
ing models such as Random Forest (RF), Support Vector
Machine (SVM), Linear Regression (LR), extreme gradient
boost (xgboost), Support Vector Regression (SVR) are used
in weather prediction [3]. It gives more accurate result than
the statistical method. However this method has limitation
to complex input data for long-term forecasting. Recently,
with the advancement of technology and computing processes,
deep learning models such as Long Short Term Memory
(LSTM) [4], stacked LSTM (sLSTM) [5], Gated Recurrent
Unit (GRU) [6], Convolutional Neural Network (CNN) [7],
Temporal Convolutional Network (TCN) [8], Bi-directional
LSTM (Bi-LSTM) [9], Neural Basis Expansion Analysis for
Time Series (NBEATS) [10] and Bidirectional GRU (Bi-GRU)
[11], are being used for weather prediction, which provide
promising results and faster prediction times for long-term
forecasting. The models has the ability to analyze larger
datasets and identify complex patterns in the data. However,
there is ample scope to increase the accuracy of deep learning
models. This paper describes the use of attention mechanisms
and their impact in deep learning models to increase the
accuracy of time-series weather parameters. The four popular
deep learning models: LSTM, GRU, Bi-LSTM, and Bi-GRU,
are investigated with self-attention mechanism and the results
are compared with baseline models.

The rest of the article are structured as follows: Section II
discusses the problem statement. The related work is briefly
explained in Section III. Section IV describes the methodolo-
gies that includes data collection and pre-processing methods,
proposed model in detail. The experimental result and analysis
of various deep-learning models is presented in Section V.
Finally, the article is laid out to conclude in Section VI.



II. PROBLEM STATEMENT

The current study intends to predict one of the meteorolog-
ical parameter, i.e., temperature, by using the historical time-
series temperature data of Dongsi. The time series modeling
of the temperature data will be predicted using various widely
used models, such as LSTM, GRU, BiLSTM, and BiGRU. In
addition, the self-attention mechanism is included to improve
prediction accuracy. Finally, this research investigated the
impact of the attention mechanism on the deep learning model
and aimed to select the best-performing time-series models for
predicting Dongsi temperature.

IIT. RELATED WORK

For time series data prediction, the deep learning method
becomes a popular approach because of its ability to automat-
ically extract and learn complex features from raw weather
data, making it well-suited for time series weather prediction.
This related survey only focus the recent works have been
implemented for time series weather data prediction presented
in Table 1.

TABLE I
DEEP LEARNING MODELS USED FOR CLIMATOLOGY DATA PREDICTION

Deep learning Considering weather

Authors models used parameter

M. Yu, et al. [12] LSTM Temperature
D.Kreuzer, et al. [13] E(S)%/\?Ilutlonal Temperature

R. Pandit, et al. [14] Bi-LSTM Wind speed

M. Chhetri, et al. [15] Bilstm-GRU Rainfall

N. K. Sabat, et al. [16] I];II%%%FSBEI;}JM Temperature

F. Peng, et al. [17] LSTM-RNN Temperature, humidity
K Venkatachalam, Temperature,

et al. [18] T-LSTM pressure, humidity
H. Liu et al. [19] g;‘g’"l““"“al Wind speed

A. Lawal, et al. [20] giﬁ;ﬁ/{d Wind speed

IV. METHODOLOGIES

Following steps are used in the methodologies to perform
this research.

A. Data Collection and Preprocessing

Based on the research scope, the place of meteorological
data is located. The raw meteorological data is then trans-
formed to a format that is more conducive to being used by
the deep learning model.

1) Research Location: Dongsi, a sub-district situated in
Dongcheng District of Beijing, China. This area is located
at 39.932°N latitudes and 116.4341°E longitudes with an
elevation of 50m and is found at the GPS coordinates
24°21'51" N117°46'22" E. Fig. 1 depicts the study area filled
with brown, black and white inclined line along with smaller
black circle filled with the color green. The country China has
placed number of weather stations, one of which is situated in
the sub-district Dongsi, Bejing. Subsequently, the temperature

parameter of the weather data of Dongsi city is considered for
this research work.
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Fig. 1. Research area.

2) Data Preprocessing: This analysis used publicly ac-
cessible 2013 to 2017 Dongsi, China data [21]. The hourly
temperature data is obtained first, and then it is transformed
into daily average temperature data to minimize dimensional-
ity. The neural network needs pre-processed raw data. Pre-
processing included data outlier elimination, missing value
imputation, data normalisation, etc. Here, Quantile regression
method is used to find and remove the data outlier so that the
data is not skewed in any way during the modeling process.
The median imputation technique is then used to fill in the
rest of the gaps in the temperature time series data. In order
to train a deep learning-based model smoothly, it is common
practise to apply data normalisation to convert the original
data from its large-scale variation range into the 0-1 range.
Consequently, temperature readings are re-scaled from 0O to 1
using the Min-Max normalisation method. The entire data set
is then split into a training set (consisting of 80% of the data),
a validation set (10% of the data), and a testing set (10% of
the data).

B. Developed Deep Learning Model

In this stage, different widely used deep learning models
such as LSTM, GRU, BiLSTM, and BiGRU, are used to model
the time-series temperature data of the Dongsi and fed each
model’s prediction result to the self-attention mechanism for
improving the prediction accuracy. The flow of each step for
this research is illustrated in the block diagram in Fig. 2.

The baseline models used for the prediction of temperature
are briefly explained as follows:

1) LSTM Model: LSTM is a type of RNN model popularly
used for processing sequential data. To circumvent the “’vanish-
ing gradient” issue seen in conventional RNNs, LSTM models
were designed. It has a memory cell and three gates, such as
input, output, and forget, to regulate the flow of information.
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Fig. 2. Block diagram of deep-learning model with attention mechanism for
temperature prediction.

The mathematical function working behind the LSTM cell
correspond to n'" state of input (I,,), output (O,, ), forget (F},),
and cell state (C,,) is represented as [4],

Iy = oW hp_1,X,]) + b
Fp=o(W¥ [hy 1, X)) + 0"
tp = tanh(W'.[h,_1, X,]) + b (1)
Op = (WO [h,_1, X,]) + b°
Co=F,xCp_1+t,*x1I,

Where, W1, W Wt WO and b’,b", b?,b° are the weights
and bias correspond to input, forget, memory cell and output
state of LSTM model respectively [22].

2) Bi-LSTM Model: The Bi-LSTM network more powerful
than traditional LSTM networks in processing of time-series
data because in Bi-LSTM the information flow in both forward
and backward direction. The forward direction processes the
input sequence from the first element to the last, and the
backward direction processes the input sequence from the last
element to the first. This allows the Bi-LSTM network to
capture information from both the past and future contexts
of a given element in the sequence. The outputs from both the
forward and backward directions are concatenated to produce
the final output of the network.

3) GRU Model: 1t is a type of RNN, designed to capture
long-term dependencies in sequential data such as time series,
text, speech, etc. GRU has two gates, “reset” and “update”,
to control the flow of information, which allows it to better
handle vanishing gradients compared to basic RNNs. The
mathematical formulas guiding the GRU cell’s performance
in accordance with the reset (R,), update (U,), hidden (h,,)
and new hidden (h,,) for n* state is expressed as [6],

Ry = o(WE [hy_1, X,]) + bE

Up = (WY [hy_1, X,]) + Y

B = tanh(W".[R,, % hy_1, X,]) + b"
hp = (1= Uy) % hyp1 + Uy, * hy,

where, the parameters W2, WU, W and b7, bV, b are the
weights of bias of reset, update and hidden states.
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4) Bi-GRU Model: The Bi-GRU architecture processes the
input sequence in two directions, i.e. forward and backward.
The forward and backward hidden states are then combined
to capture information from both the past and future context
in the input sequence.

5) Self Attention Mechanism: The self-attention mechanism
captures the dependencies between different time steps, rather
than just modeling the linear relationships between adjacent
time steps as in traditional time series models. The attention
scores are used to weight the contribution of each time step
to the final prediction, allowing the model to capture non-
linear relationships between time steps. Basically, in a self-
attention mechanism, the input sequence is transformed into
three different vectors: query, key, and value. These vectors
are computed for each time step in the sequence and then
utilised to determine the attention weights. The dot product
of the query and the key vectors is used to compute the
attention weights. These attention weights are used to compute
a weighted sum of the value vectors that represents the
information associated with the current time step. This process
is repeated for each time step in the input sequence, allowing
the model to focus on the most relevant time steps when
making predictions.

6) Performance Evolution Criteria: The performance of the
models are evaluated using three most popular error metrics
criteria such as Mean Squared Error (MSE), Mean Absolute
Error (MAE), and Root Mean Squared Error (RMSE). The
error metrics are calculated as follow [16]. The error perfor-
mance are calculated using the Eq. (3 - 5). The model with
the lowest MAE, MSE, RMSE score is considered as the best
model for prediction.

1 n
MAE = ng 3)
t=1
1 n
MSE =~ (5)° 4)
t=1

RMSE =

> (3

t=1

&)

Where, (; denotes the difference between actual value A;
and predicted value Ay, i.e. By = Ay - Ay. The term n represent
the number of data observation.

V. EXPERIMENTAL RESULTS AND ANALYSIS

The deep learning models such as LSTM, GRU, attention
based LSTM, GRU, Bi-GRU, and Bi-LSTM are executed in
google colab platform. Keras, pandas, tensorflow, scikit learn
and matplot library of python language are used to design
the model. The epochs that are being utilized here have each
been set to 100. Both the batch size and optimizer have been
set to 64, with Adam as the optimizer. MSE and Rectified
Linear unit (ReLU) is used in place of a loss function,
and an activation function respectively. Table II outlines the
various error calculation parameters that are utilised by all



deep learning models. These parameters include MAE, MSE,
RMSE score. Fig. [3 - 8] represents the deep learning models
LSTM, GRU, attention based LSTM, attention based GRU,
attention based BiGRU, and attention based BiLSTM as well
as their test predictions. The error performance comparison is
shown in the Fig. 9.

TABLE II
PERFORMANCE EVALUATION OF DEEP LEARNING MODEL
Model MAE | MSE | RMSE
LSTM 2.086 | 7.402 | 2.721
GRU 2011 | 6.706 | 2.589
LSTM + Attn. Mechanism 2.359 | 9.147 | 3.024
GRU + Attn. Mechanism 1.981 | 6.583 | 2.565
BiGRU + Attn. Mechanism 1.942 | 6.289 | 2.507
BiLSTM + Attn. Mechanism | 1.845 | 5.679 | 2.383
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Fig. 3. Prediction analysis of temperature using LSTM model.
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Fig. 4. Prediction analysis of temperature using GRU model.

VI. CONCLUSION

This research examines the effectiveness of the self-attention
mechanism in four widely used deep learning models: LSTM,
GRU, Bi-LSTM, and Bi-GRU. It has been explored how
attention mechanisms improve the efficiency of models. All the
models are evaluated and compared using error metrics such
as MAE, MSE, and RMSE. The comparative analysis states
that the Bi-LSTM model with attention mechanism provides
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Fig. 5. Prediction analysis of temperature using attention based LSTM model.
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Fig. 6. Prediction analysis of temperature using attention based GRU model.
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Fig. 7. Prediction analysis of temperature using attention based BiGRU
model.

the lowest MAE, MSE, and RMSE values for the study area.
Further, a more complex hybrid model, such as a transform
model with an attention mechanism, may be utilized to further
improve prediction accuracy.
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