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Abstract—Meteorological variables such as temperature, hu-
midity, and pressure significantly impact living things. Because
of the ambiguity and rapid climatic change in the environment,
weather prediction with higher accuracy is essential. With
the help of deep learning models, the prediction of weather
parameters becomes easier and more accurate as compared to
traditional methods. This paper investigates various deep learn-
ing models such as Long Short Term Memory (LSTM), Gated
Recurrent Unit (GRU), Bidirectional Long Short Term Memory
(BiLSTM), Bidirectional Gated Recurrent Unit (BiGRU), and
Neural Basis Expansion Analysis for Time Series (NBEATS) for
the prediction of the temperature of the city of Bhubaneswar.
The comparative analysis of these developed models in terms of
various performance metrics, such as MAE, MSE, RMSE, and
R2 score, concludes that the prediction of the BiGRU model is
more accurate as compared to the other implemented models.

Index Terms—Weather Prediction, LSTM and BiLSTM Mod-
els, N-Beats Model, GRU and BiGRU Models, Deep Learning
Method.

I. INTRODUCTION

Weather parameters, such as temperature, pressure, rainfall,
and humidity, are changing abruptly because of tree cutting,
rapid construction of buildings and enterprises such as chem-
ical factories, etc. changes in weather parameters have an
immediate impact on humans and the environment, from daily
life, both directly and indirectly. For example, people often
consult weather forecasts to decide how to dress daily. In
the agriculture field, a few districts are highly affected in
the state of Odisha in the summer and rainy seasons. Since
the weather and its seasonal impact are unpredictable, it is
highly essential to forecast weather parameters to protect and
save human lives. Several methodologies are used for weather
prediction, such as numerical methods [1], statistical methods,
etc. Traditional methods are complex and time-consuming for

prediction. The statistical methods such as autoregressive inte-
grated moving average (ARIMA) [2], seasonal autoregressive
integrated moving average (SARIMA) [3], Fb-prophet [4], etc.
provide inadequate results in terms of poor prediction if the
data has deteriorated or for non-linearity of data.

With the advancement of artificial intelligence technology,
machine learning, and deep learning methods, time series
data prediction has become easier and also provides adequate
results. Recently, several machine learning methods such as
linear regression [5], support vector machine (SVM) [6], con-
volutional neural network (CNN) [7], support vector regression
(SVR) [8], and deep learning methods such as long short term
memory (LSTM) [9], gated recurrent unit (GRU) [10] are
widely used for weather prediction. Deep learning techniques
have gained popularity due to their extensive usage in sequen-
tial models and their ability to handle multidimensional time-
series data. This research uses different deep learning models
for temperature prediction to find the best suitable model.

The rest of this paper is structured as follows. Section II de-
scribes the problem statement. The methodologies and related
experiments with the outcome are elaborated in Sections III
and IV, respectively. Finally, the conclusion and future scope
are presented in Section V.

II. PROBLEM STATEMENT

The present research aims to predict one of the meteoro-
logical parameters, i.e., temperature, by using the historical
time-series temperature data of Bhubaneswar. Further, the time
series modeling of the temperature data will be carried out
using various widely used models such as LSTM, BiLSTM,
GRU, BiGRU, and NBEATS. Finally, the research is aimed
at selecting the best-performing time-series models for the
prediction of the temperature of Bhubaneswar.



III. METHODOLOGIES

Following steps are used in the methodologies to perform
this research.

A. Data Collection and Preprocessing

Initially, the scope of the research is determined, and
the corresponding data source is identified for collecting
the weather data. Thereafter, the raw meteorological data is
processed to convert the data into a suitable format for the
deep learning model.

1) Study Area: Bhubaneswar is the capital of Odisha state
which is situated in the eastern part of India. This city is
located at 20.296059 latitudes and 85.824539 longitudes with
an elevation of 58m and is found at the GPS coordinates
20°17’ 45.8124” N and 85°49’ 28.3404” E. Fig. 1 depicts
the study area with a broad borderline and a smaller green
circle. This state has nineteen weather stations, one of which
is situated in the district of Khordha. Subsequently, the tem-
perature parameter of the weather data of Bhubaneswar city
is considered for this research work.

Fig. 1. Research area.

2) Data Preprocessing: The dataset has 2808 samples from
the years 2015 to 2022, and the data is available on a daily
basis. This data is preprocessed in different stages, as de-
scribed in this section. The daily average temperature replaces
these daily temperature samples to reduce the dimensionality.
Subsequently, the data outlier is detected and removed using
the quantile regression method to prevent the biasing of
the data during modeling. Then, the empty locations of the
time series temperature data are again filled with the median
imputation method. Data normalization is applied to transform
the original data in the range of 0 to 1 from their large-scale
variation range for the smooth training of the deep learning-
based model. Hence, the Min-Max normalization approach is
used to scale up temperature data from 0 to 1. Subsequently,
the whole data is segregated into three parts such as training
data (80% samples of the complete data), 10% validation
data(10% samples of the complete data), and 10% testing data
(10% samples of the complete data).

B. Developed Deep Learning Model

In this stage, different widely used deep learning mod-
els such as LSTM, BiLSTM, GRU, BiGRU, and NBEATS
are used to model the time-series temperature data of the
Bhubaneswar as depicted in Fig. 2.

Fig. 2. Block diagram of deep learning model for temperature prediction.

1) LSTM and BiLSTM model: Recurrent Neural Networks
(RNNs) can learn long-term dependencies of the sequential
data. However, RNNs suffer from gradient explosion problems
when the time series data are excessively lengthy. Subse-
quently, it is infeasible to train the RNNs. Hence, a special
type of RNN, i.e., LSTM, is used to model the time series
data effectively. LSTM is capable of processing and analyzing
the complete data sequence with the help of its feedback
connection. The information is stored in a memory cell called
a “cell state,” which keeps its state across time. The memory
cell consists of three gates, such as input, output, and forget
gates. Information flows in, out, or is memorized in the cell and
is regulated by the gates [11], [12]. The typical architecture
of the LSTM cell used to build the LSTM network is shown
in Fig. 3.

Fig. 3. Architecture of the LSTM cell.

Here, Xj is the input, hj−1 is the previous hidden state
output given to the LSTM model. The sigmaod and tanh
activation functions are used to regulates the value flowing
throw the network.The mathematical formulas guiding the
LSTM cell’s performance in accordance with the input’s (ij),



output’s (oj), forget (fj) and cell (cj) for jth state is expressed
in Eq. 1.

fj = σ(Wf .[hj−1, Xj ]) + bf

ij = σ(Wi.[hj−1, Xj ]) + bi

tj = tanh(Wt.[hj−1, Xj ]) + bt

oj = σ(Wo.[hj−1, Xj ]) + bo

cj = fj ∗ cj−1 + tj ∗ ij

(1)

Here, the parameters Wf , Wi, Wt , Wo and bf , bi, bt, bo
are the weights of bias of forget, input and output states.
The output of LSTM model is represented as hj = oj ∗
tanh cj . Similarly, the Bi-directional LSTM (BiLSTM) is
made up of two LSTM units: one that processes input going
ahead (forward propagation) and the other going backward
(backward propagation) [13]. Hence, the BiLSTM model can
fit the input data more accurately as compared to the LSTM
model.

2) NBEATS model: Neural Basis Expansion Analysis for
Time Series (NBEATS) model consists of a number of stack
levels, each of which is made up of a number of blocks. The
blocks are connected to the feed-forward network through the
forecast and backcast links. The block focuses on the residual
error to produce only a partial forecast. The stack transfers the
accumulated forecast value of each block to the subsequent
stack in the stack layer. Finally, partial forecast results are
combined to get the unified forecast value of the temperature
[14]. A typical block-level architecture of the NBEATS model
is illustrated in Fig. 4.

Fig. 4. Block-level architecture of NBEATS model [14].

3) GRU and BiGRU model: The Gated Recurrent Unit
(GRU) is another type of RNN model. Like LSTM, GRU
has two gates, such as reset and update gates, except forget
gate. The model uses these gates to improve the output. These
two have control of the flow of data through the model. In
this approach, the reset gate is applied to reject the data from
prior hidden states, whereas the update gate is used to regulate
the data from previous hidden states that is taken over into
the present state [10]. The architecture of GRU is depicted
in Fig. 5. The mathematical formulas guiding the GRU cell’s
performance in accordance with the reset (rj), update (zj),
hidden (hj) and new hidden (h̃j) for jth state is expressed as

rj = σ(Wr.[hj−1, Xj ]) + br

zj = σ(Wz.[hj−1, Xj ]) + bz

h̃j = tanh(Wh.[rj ∗ hj−1, Xj ]) + bh

hj = (1− zj) ∗ hj−1 + zj ∗ h̃j

(2)

where, the parameters Wr, Wz , Wh and br, bz , bh are the
weights of bias of reset, update and hidden states. Further,
the Bidirectional GRU (BiGRU) provides better performance
due to its ability to process the information accumulated from
both forward and backward directions. However, the increase
in performance of the BiGRU model is achieved at the cost
of additional computation [15].

Fig. 5. Architecture of GRU model.

4) Performance Evaluation Criteria: The performance of
the models is measured in terms of various performance
metrics such as Mean Absolute Error (MAE), Mean Squared
Error (MSE), Root Mean Squared Error (RMSE) [16] and R2

score [17] . The error performance are calculated using the Eq.
(3 - 6). The model with the lowest MAE, MSE, RMSE, and
highest R2 score is considered as the best model for prediction.

MAE =
1

N

N∑
k=1

|Θk| (3)

MSE =
1

N

N∑
k=1

(Θk)
2 (4)

RMSE =

√√√√ 1

N

N∑
k=1

(Θk)
2 (5)

R2score = 1−

∑(
Ak − Âk

)2
∑(

Ak −Ak

)2 (6)

Where, Θk denotes the difference between Actual value Ak

and predicted value Âk, i.e. Θk = Ak - Âk and k represent
the number of data points. The term Ak, denotes the mean of
actual value.



IV. EXPERIMENTAL RESULTS AND ANALYSIS

The models such as LSTM, BiLSTM, NBEATS, GRU, and
BiGRU are executed on the Windows 10 operating system,
having the configuration of an Intel Core i7 CPU and RAM of
8 GB. The models are developed using Python programming
with deep learning frameworks such as Keras, Tensorflow,
Matplotlib, and Pandas. The epochs utilized here are set to
100. The optimizer is set to Adam, and the batch size is set
at 64. As a loss function, MSE and an activation function,
ReLU (Rectified Linear unit), are employed. All deep learning
models have error calculation parameters such as MAE, MSE,
RMSE, and R2 score which are described in Table I. One of
the important online performance parameters, like execution
times of all the developed deep learning models, is compared
in Table I. The LSTM model takes minimum execution time
with degraded performances. However, the BiGRU model
provides significantly better performances at the cost of a
minimal increase in execution time. Fig. [6 - 10] represents the
deep learning models LSTM, BiLSTM, NBEATS, GRU, and
BiGRU, as well as their test predictions. The error performance
comparison is shown in the Fig. 11.

TABLE I
ERROR PERFORMANCE ANALYSIS OF THE DEEP LEARNING MODELS

Model MAE MSE RMSE R2 Score Execution Time
(in Second)

LSTM 0.9531 1.5278 1.2360 0.90429 25.777
BiLSTM 0.8561 1.2812 1.1319 0.9197 32.7664
NBEATS 0.8377 1.2741 1.1287 0.9193 769.48
GRU 0.8602 1.2442 1.1154 0.9209 44.0276
BiGRU 0.8097 1.1095 1.1053 0.9288 46.3783

Fig. 6. Prediction analysis of temperature using LSTM model.

V. CONCLUSION

In this study, five deep learning models (LSTM, BiLSTM,
NBEATS, GRU, and BiGRU) are used to forecast the tempera-
ture and meteorological data for the city of Bhubaneswar. The
models are provided with preprocessed historical data from
2015 to 2022. The comparative analysis of the models in terms
of the performance metrics indicated that the BiGRU model
performs better as compared to the other four models. This

Fig. 7. Prediction analysis of temperature using BiLSTM model.

Fig. 8. Prediction analysis of temperature using NBEATS model.

Fig. 9. Prediction analysis of temperature using GRU model.

is because the BiGRU offers the lowest MAE, MSE, RMSE
values and highest R2 score as compared to other models.
Further, independent models can be combined to increase the
time series forecasting model’s accuracy.

.
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