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ABSTRACT

This paper presents a new method for
noise cancellation with an Artificial
Meural Network. The network used 1is a
feedforward one with three layers.
backpropagation and stastical Cauchy’s
learning algorithms are empl oyed for
adaptation of the internal parameters of
the network. The constrained tangent.
hyperbolic function is used to activate the
neurcons and to provide the desired
non-linearity. Promising simulation results
for ' noise cancellation intensify the
validity of superseding the proposed scheme
for mnany existing techniques. To
demonstrate the effectiveness, the proposed
method is applied to- different input
conditions with varying SNRs. with
incomplete signal samples the net is found
to produce output having a striking
resemblance with that of the desired ones.
A performance comparision of the two
algorithms is presented in the paper for
better appraisal.

INTRODUCTION
The usual method of estimating a
signal corrupted by additive noise is to
pass it through a filter that tends to

suppress the noise while leaving the signal
relatively unchanged. The filters for the
above purpose may be fixed or adaptive,
where the latter one has the ability to
adjust their own parameters automatically
and their design requires 1little or no
a priori knowledge of signal or noise
characterstics. In circumstances where
adaptive noise cancellation is applicable
(11 levels of noise rejection are
attainable that would be difficult or
impossible to achieve by direct filtering.
A good number of adaptive algorithms have
been reported in the literature over the
past few decades to update the internal
parameters with a view to obtain high
fidelity of the output signal in many
complex environments. However the major
focus of research over the past few years
is to develop robust algorithms for
adaptive systems.

However the past few years witnessed
the flinching of the researchers toc the
field of Artificial Neural NetCANND. The
potential features of the ANN motivated to
pursue research in the field with much
accelerated vigour with a ‘hope of achieving

human like perfaormance in the fields of
speech and image recognition [2,3]. In
addition to the above features neural
networks can provide solution to
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optimization,handwritten digit-recognition,
radar target detection, text -to-speech
synthesis and computational models of brain
functions. Adaptive non-parametric neural
networks designed for pattern
classification work well for many real
world problems {4]. Neural net models are
speified by the net topology., node
characteristics, and training or learning
rules. Both the design procedures and the
training rules for supervised and
unsupervised training are the topic of much
current research [(5,6,7]. The application

of feedforward multilayered neural net
models to spectral estimation have been
reported in few research papers [(8,9]. The
application of neural net to the field of
noise cancellation is hardly found in the

literature.

In this paper a Neural Net based Noise
Canceller 1is proposed. A three layered
feedforward network is employed for noise
cancellation. The backpropagation algorithm
and Statistical Cauchy’s algorithm with

Boltzmann’s probability distribution is
employed for updating the internal
parameters i.e. weight of the net. Since

both positive and negative time domain
output samples are of equal importance, the
tangent hyperbolic function, constrained to

operate in non-linear 2zone, is used to
activate the neurons and to provide the
desired non-linearity. The tangent

hyperbolic function saturates at unity for
small magnitudes of both positive and
negative values, hence the maximum value of
the activation function is suitably

adjusted and the output £
walonied Lo eonatrgin it in Lie 23§E$?not§

zone. The predicted outputs for input
samples contaminated with both harmonic
L:torforence and additive uncorrelated
white noise bears a strikin resembl a

with that of the desired ones? nee

The fundamental signal components primarily
of power frquency and

its correspondin
third and fifth harmonic components arz
s?ccossfully extracted from the corrupted
signal with low SNRs. The net is also

exposed to many never seen data other than
the trained ones and the noise cancellation
feature is commendable. The net possesses
potentiality to extract the desired
components even with S0% suppressed input
data, both with predominant d.c¢ and with
appreciable harmonie strength, without
signal degradation. Sufficient computer
simulation results are presented for a wide
variety of cases.
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Interest in artificial neural networks
has grown rapidly over the past few years.
This insurgence of interest fired by both
theoritical and application successes
motivated to make machines that learn and
remember in ways that bear a striking
resemblance to human mental processes and
assigned a new significant meaning to
Artificial Intelligence. In 1950s and 1960s
a group of researchers ;| combined the
bioclogical and psychological insights to
produce the first artificial neural network
model . Due to limitation in
representational capability of the single
neuron and single layer neurons,
multilayered perceptrons were devel oped
which invoked the devel opment of
backpropagation training algorithm by
Parker [10].

Development of detailed mathematical
models began more than four decades ago
with the work of McCulloch and Pitts, Hebb,
Rasenblatt, Widrow and others. More recent
work by Hoffield, Rumelhart McCelland (111,
Se jnowski , Feldman, Grossberg, Widrow
{12,131 and others led to a new insurgence
in the field. Over the past few years the
research about neural net has been persued
with accelerated vigours, since the advent
of new net topologies, robust algorithms,
analog VLSI implementation and the concept
of parallel processing. These models are
specified by the net topology, node
characteristics and +training or learning
rules. These rules specify an initial set
of weights and indicate how weights should
be adapted during use to improve the
performance. Adaptation or learning is a
major focus of neural net research. The
ability to adapt and continue learning is
essential in areas such as speech
recognition where training data is limited
and new talkers, new words, new phrases and
new environments are continously
encountered.

However the multilayered ANN with
backpropagation algorithm is most commonly
used for many practical problems. A typical
three layered network shown in Fig.C1d is
trained with suﬁervision. The three layered
network has input layer, hidden layer and
output layer consisting of multiple
non-linear neurons associated with suitable
activation function. Each input pattern to
the net feeds up through the hidden layers
upto the output layer. Each neuron forms
the weighted sum of the inputs and pass it
through the hidden layers upto the output
layer. Each neuron forms the weighted sum
of the inputs and pass it through the
non-linear activation function to produce a
output which serves as the input to the
next layer i.e. output layer. The net |is
trained to minimize the objective function
which is defined as the half of the sum of
the squares of the differences between the
predicted ones and the corresponding
desired component. Once the network is
trained it has the capability of producing
output very close to the desired one with
input patterns other than the trained ones
thus establishing the validity for real
time implementation.
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Fig. 1, A typical 3 layered feedforward
Artificial Neural Network.

AINING ALGORITHMS

The net trained to Jjustify the noise
cancellation capability is shown
in Fig.<1>. The subscripts {,j and k refer
to the input, hidden and output layer
respectively and the subscripts n, m and 1
correspond to any unit in input, hidden and
output layer. The net is trained with
supervision by the required input and target
vectors.

The two algorithms employed for +training
are backpropagation and statistical Cauchy’s
algorithm which are presented below.

Backpropagation Algorithm:
For each time step the following steps are
to be exacuted.

Step-1: Initflisation of weights. Set the
the weights of both the layers to small
random values.

Step-2: The input vector Xo......XN_1 and
the target vector do’ e dN y are formed

and applied to the net.

Step-3: Calculate the actual outputs of both
the layers '

#

£< Ao x. [W1> 1)

Ky K>

on

Estimated Output
' A Weighting factor to
constrain the activation function in the
non-linear zone.
(Wil= Weight matrix between any
two layers.
£C.3= A.tanhC.) <

Step-4;: Calculate the error & objective
function.

o =d -y (83}
E =C1-2 cd, - ; )e c4d
P k k
Ep = objective function
Step-8: Adapt the weight.

[W]1J6t+1) = lW]iJCL) + n.éj& s
where [W]lJ(t) is the waight from

hidden node i or from an input to node j at
time t, Xj iz @ither the ocutput of node i or

is an input, 7 is a convergence co-efficient
varied from 0.1 t0 1.0, GJ is an error term

for node j. If node j is an ocutput node the,

Aa ~
6. = CA -y./ -
3 yJ AD Cc:lJ yJ) e



is the desired output of node j
and yd is the actual output.
If node j is an internal hidden then

Y &, = CA- xf/m 6,1W1 e

- J Jk
where k is over all nodes to the right
of node j. ‘

The steps from 1 to/s are repeated till
the objective function is minimized.
Cauchy®s Algorithm:

The following steps
training the network.
Step-1: A variable T that represents an
initial artificial temperature is choosen.
Usually T is initialized to a large value.

h d
when 3

are adopted for

Also another variable, t = artificial time
analogous to a step, is initialised.
Usually t is set to a small value. Here

T=0898.0, t=2.0.
Step 2: A set of input is applied to the
network, the corresponding output and the
objective function is evaluated.
Step-3: The weights are changed by a random
value which is given as

x = PCTCLY . tanlPCXD1 [4->)

where P = the
co-efficient

x, = the weight change

PCX)> = a radom number selected from
a uniform distribution over the open
interval -n.2 to n2a.

learning rate

Step-4: If the objective function is
improved(reduced),retain the weight change.
~ .2
E =12 cd, -y .2 (4=>]

b L Cdyyy

Step-5: If the weight change results in an
increase in the objecti ve function,
calculate the probability of accepting that
change from the Boltzmann’s distribution as
follows.
PCe) = exp C(~-c/kTD 10>
where P(cd=the probability of a change of
¢ in the obiective function.
k = a constant anal ogous to
Boltzmann's constant that must
47 be choosen.
Here k = 10 is selected.
T = the artificial temperature.
The above steps are repeated
the objective function is minimized.
i RESULTS & DISCUSSTON
In this research the network is
trained independently for each case namely,
fundamental, 3rd Harmonic & Sth Harmonic
etc. The signal generated is goverened by

until

yCtd = Zsin(kut.) + VCLD c11>

where k=1,3,5,7,..n & W) is zero mean
white noise. The objective functions for
the fundamental, 3rd harmonic and Sth
harmonic are presented in Figs. 2,6,7 & 11.
Fig. 6 shows the local minima trapping with
backpropagation algorithm for third
harmonic which is alleviated using Cauchy’'s

algorithm although it is slower in
convergence as depicted in° Fig. 7. The
input with varying SNRs and the

corresponding outputs bearing a close
resemblence to that of the desired ones,are
represented in Figs. 4,9,10 & 13 Fig. 3, 8
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& 12 are the target waveforms for
fundamental, 3rd harmonic and Sth harmonic
respectively. Fig. S & 13 exhibit the
inadequate input samples and the predicted
outputs which are upto the marks and hence

it is claimed that Neural Net based noise
canceller iS superior to the existing
methods.

CONCLUST ON
Exhaustive computer simulation results

establish the wvalidity to
proposed scheme over the existing digital
filters. The performance in extracting the
signal components from inadequate corrupted
data excel over the existing techiniques.
@ local minima trapping effect of the
objective function is circumvented by
swithing over to Cauchy’s algorithm. The
combined backpropagation and Cauchy’s
algorithm is being studied to overcome local
minima trapping and to achieve faster
convergence. The net is found to be fault
tolerant and real time implementation of the
proposed scheme seems to be more promising.
Devel opment and implementation of the
generalised filter 1is in progress by
employing both adaptive Pattern Recognition
concept and robust training algorithm.

opt for the
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