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Abstract. Fraudulent activities associated with the credit card is a pertinent 

problem often occurring in a global level. The customers are losing their trust 

with the financial institutions and the financial institutions are in a difficult state 

to win the goodwill of customers. A substantial number of researchers show in-

terest to work on fraud detection in order to develop an optimized method or 

model to identify the fraudulent activities that are happening in a regular and 

continuous form with the credit card in our everyday life. Genetic algorithm 

(GA) and the potential solution-based particle swarm optimization (PSO) are 

two optimization algorithms, which can be considered along with the neural 

network to analyze the possible fraudulent transactions. The optimization algo-

rithms help to make the learning process faster and optimized with a superior 

and better predictive accuracy value. The PSO based neural network has been 

trained thoroughly and performance values are compared with GA based neural 

network, by increasing the number of iterations and the population or number of 

swarms. It has been observed that algorithm based on PSO gives an optimized 

result for fraudulent transaction detection. 

Keywords: Credit card fraud detection, GA, PSO, Neural Network, Predictive 

Performance. 

1 Introduction 

Online financial transaction facilities help in eliminating the burden of completing a 

transaction without visiting the onsite branch of a bank [1] [2]. The usage of online 

transaction services viz., credit card transactions attract more number of users for a 

hassle free online experience, but simultaneously it also attracts the fraudulent cus-

tomers with an intention of hijacking money from other account holders. The mali-

cious users or the fraudsters pretend themselves as authorized users to steal the ac-

count as well as transaction information in an intelligent manner. 

In this proposed research, attempt has been made to detect frauds in credit card 

transactions, so that the transactions can occur in a secured manner [3] [4]. Detection 

of malicious behavior is a subtle problem to find the original identity of card users, 

attempting to intrude into the online credit card transactions by customers. A good 

approach to identify the malicious activities, which reside among various credit card 
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transactions, is to find the divergence that happens with continuous and frequent data 

transaction. Different approaches are applied in the past research methodologies with 

various techniques to identify the divergent behavior i.e., supposed to be analyzed for 

better identification of the fraudulent transaction behaviors [5]. 

In this proposed study, the credit card frauds are analyzed by considering the fi-

nancial transaction data of several financial institutions associated with the credit 

cards. In the dataset, the fraudulent and legitimate classes are highly imbalanced. This 

higher imbalance between the two classes prompts the fraud detection system a very 

challenging job. Fraud detection technique can be conceptualized as a data mining 

technique with an objective to correctly predict the classification of online transac-

tions as genuine or fraudulent. Basically, for classification problems, a good number 

of performance measures are specified and most are associated with correct number 

of cases, which can able to classify correctly. 

Application of optimization techniques such as GA and PSO to detect the fraud in 

credit card transactions have been considered in this proposed approach [6] [7] [8]. 

The optimization techniques help to find various parameters, which is likely to be 

maximum or minimum (optimal) value of any target function. Optimization tech-

niques are often applied with artificial neural network and SVM to evaluate the per-

formance parameters for classification algorithms, since they provide certain coeffi-

cients that are often identified by trial and error method or by using the exhaustive 

search method. 

Motivation of the study. This study is motivated to improve a credit card fraud de-

tection solution that can optimize the chance of identifying the fraudulent transaction 

with better performance. Although the solution has been regarded as a successful one, 

still we consider that it can further be improved by taking the weighted values that can 

be better adjusted by considering the recent transaction behaviors and frauds occurred 

into it. The optimization methods such as GA and PSO help to improve the optimal 

values from the input by taking the various weight parameters. 

2 Literature survey 

It has been observed in the literature that a good number of researchers as well as 

practitioners have presented their studies on fraud detection using several data mining 

and machine learning algorithms. The research includes random forest, support vector 

machine, regression analysis, artificial neural network applications, as these algo-

rithms are very much helpful to classify the legitimate and fraudulent activities in the 

financial transactions. Quah and Srinagesh (2008) have suggested a framework for 

outlier analysis separately for each customer that can be applied in real time, later on 

a predictive algorithm has been applied to classify the suspicious transactions. 

Panigrahi et al. (2009) have suggested the methodology for fraud detection based on 

four components and are connected serially. A set of abnormal and suspicious trans-

actions are initially identified and later on Bayesian learning algorithm is considered 

to predict the fraudulent transaction. 
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Sanchez et al. (2009) have represented several approaches and have applied associ-

ation rule mining (ARM) method to characterize new card patterns for regular usage 

and identifying the ones that are not fitted to the suspicious patterns. The survey of 

Bolton and Hand (2002) have provided a brief description of literature related to 

fraudulent transaction detection issues. Mitchell (1998) has commented about genetic 

algorithms in terms of evolutionary algorithms with an objective to obtain better solu-

tions against the increase in time. Aote et al. (2013) have presented a detailed work on 

application of PSO along with its limitations. Bratton and Kennedy (2007) defined a 

standard PSO algorithm with the recent developments that help to improve the per-

formance on standard measures to extend original PSO. 

3 Artificial Neural Network application 

Artificial neural network (ANN) works in the similar way as a human brain does and 

it can be very well considered for detection of fraudulent transactions [9] [10] [11]. 

 

 

Fig. 1. Layers of neural network with single hidden layer 

By using the previous one or two years data of various transactions, neural network 

is trained to identify a fixed pattern of using credit card by a specific customer. As 

shown in Fig. 1, the neural networks are trained in a multi-layered architecture style 

having one input layer, one output layer and at least one hidden layer. Except the 

input nodes, other nodes or neurons behave as activation function. It helps in mapping 

the input signals with the response variables. 

4 Genetic Algorithm 

The Genetic Algorithm as shown in Fig. 2 follows the procedure being inspired from 

the natural evolution [3] [12]. The whole objective is that with the evolution of gener-

ation, the survival chance of a stronger member in the population is greater than that 

of the weaker members. Starting with a number of initial given solutions, the genetic 
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algorithm acts as the parent of current generation evolution. Crossover and mutation 

operators generate new solutions from these solutions. The unfit members are elimi-

nated from the generation and more fit members are selected for the next generation 

as the parents. This process continues until a number of generations have passed and 

subsequently the best solution is obtained. But in some cases, genetic algorithm does 

not give any guaranty for identifying the global maxima and also there is chances to 

be trapped in local maxima. 

 

Fig. 2. Steps for applying genetic algorithm 

GA with Neural Network. Hybridization of genetic algorithms with artificial neural 

networks present a better performance where GA is used to find the various perfor-

mance parameters [12]. The main objective is how accurately GA and ANN can be 

hybridized, i.e., how the neural network should be represented with the genetic algo-

rithm for a better predictive result. 

In the initialization step, a large number of random individuals are generated to 

begin the algorithm procedure. Then the empirical values of the parameters are evalu-

ated, by applying artificial neural network according to the genome information. After 

training with back-propagation, its performance is determined. Rather considering the 

individual's performance, the fitness evaluation considers a greater number of cases. 

In order to generate small networks, few approaches consider about the network size 

for the better evaluation of the parameters. Later, crossover and mutation replace the 

worst members of the population by creating new individuals. Initial population is 

generated by randomizing weight matrices rather by randomizing the chromosome 

strings allowing the initial weights to be distributed in a closed range. The message or 
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information in the neural network is encoded with neural network algorithm within 

the genome of the genetic algorithm. Initially, the random individuals are generated 

and their parameters are evaluated based on the genome information. Finally, its per-

formance values are determined empirically post training with the back-propagation 

neural network algorithm. 

5 Particle Swarm Optimization 

Particle Swarm optimization (PSO) is one of the stochastic optimization techniques. 

Rather inspired by the natural evolution similar to other larger class of evolutionary 

algorithms like evolutionary strategies, genetic algorithms, genetic programming, 

PSO is mainly prompted from the stimulation of social behavior of the swarm parti-

cles in large group [13] [14]. PSO is based on sociological behavior and mainly in-

spired sociologically is visualized with bird flocking [15]. It is a kind of evolutionary 

algorithm similar to others, which is initialized with the population through random 

solutions. 

The algorithm holds a swarm of particles, in which every particle tries to solve an 

optimization problem by providing a potential solution to the problem. Unlike other 

evolutionary algorithms, in PSO the individual's potential solution are passed through 

the problem space [16]. Let S be the swarm size and the particle i has several charac-

teristics for obtaining the particle solution at each iteration. A swarm of particles is 

first initialized with the random position xi and velocity vi and the objective function 

f(x) is calculated by considering the particles coordinates as input measures. The dis-

advantage of PSO is that, it loses swarm diversity with low convergence rate during 

the iteration process. 

5.1 Personal best (p-best) 

The p-best or particle best position is the individual best position Pi, of particle i. It is 

the best position of a particle that it visits (Prior value of xi) and yields the fitness 

value which is regarded as highest. For any minimization method, if the position 

yields the smaller function value, then it is considered as having highest fitness.  It 

denotes f(x) as the objective function, should be minimized for the particle. 

5.2 Global best (g-best) 

The robustness of g-best or global best is, it provides a faster rate of convergence at 

lower expense. This g-best particle has only a single best solution known as global 

best particle Pg among all the particles in the population or swarm. It behaves as an 

attractor and helps to pull the particles in the group towards it. Slowly all particles are 

being converged to g-best position. The swarm may converge in a premature manner 

unless updated regularly. 

PSO algorithm mainly consists of three steps such as initialization, velocity updat-

ing and position updating. 
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Initialization. A swarm of particles are initialized randomly with positions and veloci-

ties in the problem space. Once the lower and upper limits of the decision variable are 

specified, the search space is getting confined. The coordinates are initialized with 

both positions as well velocities within a certain permissible range by fulfilling both 

equality and inequality constraints. 

Velocity updating. The velocity of each particle in PSO is calculated using the dis-

tance traveled by the particle. It depends on the particle memory that is the previous 

best position and the swarm memory, which is the previous best solution. The veloci-

ty of each particle is updated by using the velocity updation equation by considering 

the particle memory and swarm memory. 

 

                   vi(t+1) = wvi(t) + c1r1[𝑥̂(𝑡) − 𝑥i(t)] + c2r2[g(t)- 𝑥i(t)]                        (1) 

 

Where, 

i is considered for particle index 

w is the inertia weight to balance the local and global coefficient 

c1 and c2 are considered as acceleration coefficients 

r1 and r2 are random values generated with every velocity updation 

𝑥i(t) is the particle’s position at time t 

𝑥̂(𝑡) is the particle’s individual best solution as of time t 

vi(t) is the particle’s velocity at time t 

g(t) is the swarm’s best solution as of time t 

Position updating. Between the successive iterations, the coordinates of all particles 

are updated according to the given equation: 

 

                                       xi(t+1) = xi(t) + vi(t+1)                                                    (2) 

  

Where, xi(t+1) is the new position, xi(t) is the previous position and vi(t+1) is the 

new velocity. 

PSO with Neural Network. PSO has a vast application area in evolutionary system 

to evolve artificial neural networks and other classification methods based on PSO 

algorithm [17] [18]. PSO-NN coordinates the architecture and the weights of neural 

network as shown in Fig. 3. PSO algorithm is used to predict the positioning errors, 

caused due to their geometric parameters [19]. A hybrid approach of PSO and NN 

training has been proposed in this research study for a better predictive result by con-

sidering different performance parameters for both training and testing. PSO based 

NN is applied on the neurons of the neural network to optimize the parameter values 

and it helps to minimize the mean square error (MSE) iteratively. PSO helps for opti-

mizing the weight matrices of the neural network and it is used to produce an output 

through an axon to another neuron. A correctly trained neural network is considered 

as an expert in categorizing the information that to be analyzed. 
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Fig. 3. PSO based neural network learning algorithm 

6 Result and Performance analysis 

To detect the fraudulent transactions, we have implemented both GA based neural 

network as well as PSO based neural network to find the prediction accuracy values 

and other performance parameters. 

6.1 Dataset used for experiment 

The optimal usage of dataset is a prior requirement to conduct the classification meth-

odology. The size and volume of dataset most probably affect both training as well as 

testing data. Fraudulent classification data has been applied for the proposed classifi-

cation model with optimization techniques has been retrieved from Kaggle website 

(https://www.kaggle.com/mlgulb/creditcardfraud). The dataset has a dimension of 31 

columns and 284807 rows. From it, 70% data instances are applied for training and 

remaining 30% for testing purpose. The predictive accuracy value and other evalua-

tion metrics have been optimized with 70% training data and 30% testing data. 
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6.2 Experimental setup 

GA based neural network and PSO-NN optimization algorithms have been imple-

mented in Matlab platform version R2019a. During the implementation, the system 

configuration was noted as core i7 processor and 3.4 GHz clock speed. The secondary 

and main memory space were 1TB and 8GB respectively. 

6.3 Confusion matrix 

A confusion Matrix helps to represent various evaluation metrics in a classification 

model. It shows the correct and incorrect classification samples with actual and pre-

dictive results in the test data. It is designed to count the number of all four results for 

the two-class classification and denoted as true positive, false positive, true negative 

and false negative. 

6.4 Performance Parameters 

Different performance metrics such as accuracy, sensitivity, precision, F-measure, 

specificity and mean square error (MSE) are evaluated by using the values in confu-

sion matrix. The parameter values for the PSO based neural network are compared by 

setting the iteration values and the predictive accuracy value is calculated and the 

mean square error value is observed with PSO base neural network. 

We have implemented Genetic algorithm and PSO with neural network technique 

and their performance parameters are critically analyzed. In the GA based neural net-

work the predictive accuracy is observed to be 89.91%. The genetic algorithm simula-

tion result as shown in Fig. 4 represents the maximum instances lies between -5 to +5 

values and few instances are sparse away. 

 

 

Fig. 4. Simulation result by implementing genetic algorithm 
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In the PSO based neural network, various performance parameters are critically 

evaluated by considering five phases with five different iterations and the mean 

square error is observed for each phase. We have considered the population or swarm 

size 100. 

In Table 1, the experimental values of various performance parameters have been 

presented. They have been assessed by considering 70% and 30% of training and 

testing data respectively. The performance measures are critically assessed for accu-

racy, sensitivity, specificity, precision, F-measure and mean square error. We have 

considered five different phases to find the result of various parameters. The predic-

tion accuracy for phase 5 is observed to be 91.58%, which is significantly improved 

comparing to other four phases. The mean square error has been reduced in phase 5 

and observed to be 0.67%. In PSO based neural network technique, the optimized 

value of predictive accuracy with other performance measures have been achieved 

with reduced false alarm. 

Table 1. Performance results for PSO based Neural Network 

Performance 

parameters 

Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 

Accuracy 90.01 90.21 90.34 91.13 91.58 

Sensitivity 91.11 90.06 91.05 90.00 91.69 

Specificity 90.07 93.84 90.75 91.78 92.81 

Precision 98.92 96.01 96.35 98.09 97.93 

F-measure 95.29 94.85 94.92 95.36 95.50 

MSE 5.46 3.03 1.45 1.07 0.67 

 

 
Fig. 5. Best cost is calculated with 100 iterations 
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Fig. 6. Best cost is calculated with 200 iterations 

 
Fig. 7. Best cost is calculated with 500 iterations 

 
Fig. 8. Best cost is calculated with 1000 iterations 
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By using the PSO based neural network the best cost is calculated in terms of mean 

square error value. From Fig. 5 to Fig. 9, the X-label shows the total number of itera-

tions and the Y-label shows the best cost value. In phase 1, phase 2, phase 3, phase 4, 

phase 5, we have taken the iterations 100, 200, 500, 1000 and 2000 respectively hav-

ing the population or swarm size 100. We observed that the best cost value in terms of 

mean square error value is reduced with more number of iterations. In phase 5, the 

MSE value is observed to be 0.67% when 2000 number of iterations are taken into 

consideration. Also, the predictive accuracy value is significantly increased and is 

observed to be highest i.e., 91.58% when 2000 number of iterations are considered. 

 
Fig. 9. Best cost is calculated with 2000 iterations 

7 Conclusion 

In this proposed study, GA and PSO are employed along with neural network to make 

the learning process faster. The credit card fraud detection technique will be more 

efficient when the GA and PSO algorithms use the machine learning classification 

technique such as neural network. Among the GA based neural network and PSO 

based neural network, the latter has an improved prediction accuracy of 91.58%, 

when 2000 iterations are considered. The best cost is optimized with increasing the 

number of iterations and the mean square error value has been reduced to 0.67%, 

when the total number of iterations are 2000 considered. 
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