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Abstract. Assembly Sequence Planning (ASP) problem is one of the NP-hard combinatorial problems in 

manufacturing, where generating a feasible sequence from the set of finite possible solutions is a difficult 

process. As the ASP problem is the discrete optimization problem, it takes a major part of the time in the 

assembly process. Many researchers have implemented different algorithms to get optimal assembly 

sequences for the given assembly. Initially, mathematical models have been developed to solve ASP 

problems, which are very poor in performance. Later on, soft computing techniques have been developed to 

solve ASP problems, which are very effective in achieving the optimal assembly sequences. But these soft 

computing techniques consume more time during execution to get optimal assembly sequence. Sometimes 

these algorithms fall in local optima during execution. Keeping the above things in mind in this paper, a new 

algorithm namely Hybrid Cuckoo-BAT Algorithm (HCBA) is implemented to obtain the optimal assembly 

sequences. The proposed algorithm is compared with two different assemblies (gear assembly and wall rack 

assembly) with the algorithms like Genetic Algorithm (GA), Ant Colony Optimization (ACO), Grey Wolf 

Optimization (GWO), Advanced Immune System (AIS) and Hybrid Ant Wolf Algorithm (HAWA). The 

results of the different algorithms are compared in terms of CPU time and fitness values with the proposed 

algorithm. The results show that the proposed algorithm performs better than the compared algorithms.  

Keywords: Assembly Sequence Planning Problem, Objective Constraints, Input Constraints, Soft Computing 

Techniques. 

1. Introduction 

Assembly is the process of joining the parts in an order one after the other to form assembly. To join the part sin 

an order, one requires assembly sequence, which will give the information about the parts that are to be joined to 

form assembly. As the assembly sequence planning problem is the discrete optimization problem, achieving the 

optimal assembly sequence is difficult process. To achieve the optimal assembly sequence, the generated 

sequence from any method has to undergo two criteria. One is feasibility criteria, to satisfy this criterion the 

assembly sequence has to check with the input constraints (liaison data, stability data). If the assembly sequence 

satisfies the feasibility criterion then, it has to check for the second criterion to increase the quality of the 

sequence by evaluating through objective constraints. Many researchers used different methodologies/algorithms 

to obtain the optimum assembly sequence. At the initial stage of developments in the ASP problems, researchers 

are used mathematical models like liaison graph/ liaison tree to check the feasibility of the sequences, which is 

time consuming process. Later on, computer aided methods has been developed to extract the input constraints 

                                                           
 



automatically [1-3]. In order to have good quality sequence, initially researchers are followed the mathematical 

algorithms like cut-set methods, AND/OR questions to obtain the optimal assembly sequence. But these are very 

tedious and time consuming [4, 5]. Later on researcher’s developed the computer aided techniques to obtain the 

optimal assembly sequences. Generally these methods are classified in to two types: one is graph search 

algorithm and second one is Artificial Intelligence (AI) based algorithms. Even though these methods are 

successful to achieve optimal assembly sequences, but sometimes these methods fall in the local optima during 

execution.  

To overcome this, researchers are attracted towards the hybrid algorithms. As the hybrid algorithms are the 

combination of two or more algorithms desired features top obtain the optimal assembly sequence [6-8].  

In the current research, a new HCBA has been developed to obtain the optimal assembly sequence. The 

developed algorithm is compared with the different well known algorithms like GA, ACO, AIS, GWO and 

HAGA. 

2. Literature review 

Solving the ASP problem started in late 1980’s by Ayoub and Doty [9]. Later on it De Mello and Sanderson 

developed AND /OR graph to obtain the optimal assembly sequence [5].The researchers like Chakrabarty and 

Wolter [10] developed a hierarchy of assembly structure to reduce the complexity of the problem. Later, the 

researchers like Xiaoming and Pingan [11] developed object oriented method to obtain the optimal assembly 

sequence. 

The above discussed methods consume lot of execution time as well as search space also. To avoid this 

problem researchers are motivated towards the soft computing techniques. Till now many soft computing 

techniques are applied by different researchers to obtain the optimal assembly sequences. Out of those, GA is 

used by most of the researchers because of its simplicity in implementing. Initially GA is implemented by Wong 

and Leu [12] to obtain the optimal assembly sequence. In this he implemented adaptive GA by continuously 

varying the genetic operators. Later the researchers like Boizneville et al.[13] , Dini et al. [14], Hong and Cho 

[15] and Smith and Liu [16] developed the GA to solve optimal ASP problem. Out of those Smith and Liu uses 

multi-level genetic algorithm is used, in which the sequence obtain from the level -1 will be given ass input to 

the level-2 by which in feasible solutions will reduces and quality of the solution will increase. Apart of GA the 

next mostly used algorithm by the researchers is ACO algorithm. This algorithm is initially implemented by 

Failli and Dini [17] to solve assembly sequence planning problem. Later on it was developed by Wang et al. 

[18], McGovern and Gupta [19] and Wang et al. [20]. Out of them Wang uses dis-assembly feasibility graph to 

obtain the optimal assembly sequence.  Apart of these algorithms, many recently developed algorithms like 

Advanced Immune Strategy proposed by Bahubalendruni [21], Grey Wolf Optimization algorithm proposed by 

Mirjalili, S et.al. [22] and many more have been implemented to solve asp problem. 

The rest of the paper is arranged as follows: section-3, deals with the proposed algorithm, section-4 deals with 

the results and comparisons of the proposed algorithm and section-5 deals with the conclusion of the research 

paper.  

3. Proposed Algorithm  

In this section a new hybrid algorithm is proposed to obtain the optimum assembly sequence. In this, cuckoo 

search and bat algorithms are combined to form a hybrid algorithm, to achieve optimal assembly sequence.  In 



the proposed algorithm two fitness functions have been considered for two separate assemblies to evaluate the 

quality of the assembly sequence. 

 
Figure -1: Flow chart of hybrid cuckoo –bat algorithm 

 

The detailed flow chart of the developed algorithm is shown in the figure-1. The fitness functions for both the 

assemblies are as follows: 

 

For the first assembly three objective constraints are considered to evaluate the fitness of the sequence. In this, 

Directional Changes(𝐷. 𝐶), Gripper Changes (𝐺. 𝐶) and Part Movement (𝑃. 𝑀) are considered for developing 

the fitness function. 

 

Fitness Function     𝐹. 𝐹 = ∑
𝑤

3
∗ (𝐷. 𝐶𝑖) +

𝑤

3
∗ (𝐺. 𝐶𝑖) +

𝑤

3
∗ (𝑃. 𝑀𝑖)             (1)𝑛−1
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Where w is the weight function of the different constraints, which depends on the industry requirement.  

n- is the number of parts in the assembly  

 

𝐼𝑓 𝑤 =      1     Three objective constraints are having equal priority 

            3/2   Any two objective constraints are having equal priory and other is ‘0’  

               3      Only one objective constrains is having full priority and rest are ‘0’s  

 

The formulation of the fitness function by giving equal priority to the three objective constraints is as follows:  

 

𝐹. 𝐹 = ∑ 0.33 ∗ (𝐷. 𝐶𝑖) + 0.33 ∗ (𝐺. 𝐶𝑖) + 0.33 ∗ (𝑃. 𝑀𝑖)             (2)

𝑛−1

𝑖=1

 



 

To compare the proposed algorithm, the second assembly considered is wall rack. For the wall rack assembly to 

evaluate the quality of the sequence, the fitness function is formulated by considering the directional changes and 

gripper changes as objective constraints. The formulation of the equation is as follows:  

 

𝐹. 𝐹 = ∑ 𝑤 ∗ (𝐷. 𝐶𝑖) + (1 − 𝑤) ∗ (𝐺. 𝐶𝑖)                                         (3)

𝑛−1

𝑖=1

 

Let us considered both objective constraints are having the equal priority, then  

 

𝑤 = 0.5 =>   𝐹. 𝐹 = ∑ 0.5 ∗ (𝐷. 𝐶𝑖) + 0.5 ∗ (𝐺. 𝐶𝑖)                                     (4)

𝑛−1

𝑖=1

 

4. Results and Comparisons  

This section deals with the extracted results of the two industrial products namely gear assembly and wall rack 

assembly from the proposed algorithm. In this, the results are compared with the different algorithms like 

Genetic Algorithm (GA), Ant Colony Optimization (ACO), Grey Wolf Optimizer (GWO), Hybrid Ant –Wolf 

Algorithm (HAWA) and Advanced Immune Based Strategy. In this two assemblies are been considered to 

compare with all algorithms.    

In this two cases have been considered separately for two assemblies. In the first case, gear assembly shown in 

the figure-2 is considered for evaluating the quality of the sequence by the proposed methodology. The results of 

the proposed algorithm are compared with the advanced immune algorithm [21].  

 

 

Case-1: Gear Assembly  

 

 

 
 

Figure-2: Gear assembly 

 

Contact Data:  This data provides the information about the contact of the parts in the assembly. In the below 

matrix ‘0’ represents no contact between the parts and ‘1’ represents the contact between the 

parts. 



 

   
 

Stability Data: This matrix provides the information about the stability of the parts in the assembly. In the below 

matrix ‘0’ represents the no stability, ‘1’ represents the partial stability and ‘2’ represents the 

permanent stability respectively.  

   
 

Geometrical feasibility matrices: This data provides the information about the feasibility direction of part for the 

assembly. These matrices are total six in six principle axes. In this ‘0’ represents feasible in that 

direction and ‘1’ represents not feasible in that direction.   
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Stability data 



              
  

The optimal assembly sequences obtained for the gear assembly using developed algorithm are tabulated in the 

table-1. In this two optimal assembly sequences are obtained with minimum number of directional changes, 

gripper changes and part movement. In the part movement, generally distance has been considered as the 

objective constraint. As the other two objective constraints are unit less so, the part movement distance is 

multiplied with a large constant (e10) to convert it to unit less. 

 

Table-1: Optimal assembly sequences for the gear assembly. 

SL.No Assembly 

Sequence 

No.of directional 

changes 

No.of gripper 

changes 

Part Movement Fitness 

Value 

1 3 2 1 4 5 7 6 2 4 1.946 2.622 

2 3 2 1 5 4 6 7 2 4 1.946 2.622 

 

A graph shown in the figure-3 is plotted between number of iterations and fitness value. In this, the minimum 

fitness value is obtained after 44 iterations, which is less compared to the advanced immune strategy algorithm.   

 
Figure-3: Graph between number of iterations and fitness value. 

 

The results shown in the table -2 of the developed algorithm are compared with the advanced immune strategy in 

terms of number of optimal assembly sequences, fitness value and execution time. Out of those execution time to 

get the optimal assembly sequences is less compared to the advanced immune strategy. 

 

Table-2: Comparison results 

Type of Assembly  No.of sequences  Fitness value Execution time (Sec) 



Gear Assembly     

Advanced Immune 

Strategy [21] 

2 2.622 0.64 

HCBA 2 2.622 0.61 

 

Case-2: Wall Rack Assembly 

 
 

Figure -4: Wall rack assembly 

In the second case, wall rack assembly shown in the figure-4 is considered to compare the results of the 

proposed algorithm with the algorithms like GA, ACO, GWO and HAWA. In this, two objective constraints 

shown in the equation (4) is considered to evaluate the quality of the sequence.   
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The results of the proposed algorithm are shown in the table-3. In this, 8 optimal assembly sequences with 

minimum number of directional changes and gripper changes are obtained.  

 

 

Table-3: Represents the assembly sequences for wall rack assembly  

SI.NO Assembly sequence 

No.of 

directional 

Changes 

No.of 

gripper  

Changes 

Fitness 

value 

1 1 2 3 4 7 8 5 6 2 2 2 

2 1 2 3 4 7 8 6 5 2 2 2 

3 1 2 3 4 8 7 5 6 2 2 2 

4 1 2 3 4 8 7 6 5 2 2 2 

5 2 1 4 3 5 6 7 8 2 2 2 

6 2 1 4 3 5 6 8 7 2 2 2 

7 2 1 4 3 6 5 7 8 2 2 2 

8 2 1 4 3 6 5 8 7 2 2 2 

 

A graph shown in the figure-5 is plotted between number of iterations and fitness values. The algorithm is run 

for 300 iterations; fitness value is converged after 49 iterations only. 



 
Figure-5: Graph between number of iterations and fitness value. 

The results obtained from the developed algorithm (HCBA) are compared with the several well-known 

algorithms like GA, ACO, GWO and HAWA in terms of fitness value and CPU time, which is shown in the 

table-3.   

 

Table-3: Represents the assembly sequences for wall rack assembly  

Indicator GA [8] ACO [8] GWO [22] HAWA [8] HCBA 

Rack assembly      

      

Fitness Value 5.2727 5.4545 5.4090 5 2 

Avg.CPU time(Sec) 4.7861 4.0984 5.1246 4.4258 2.9263 

 

 

5. Conclusions 

In this paper, a new hybrid algorithm is developed by the combination of the cuckoo search and bat algorithms 

respectively. Mainly in this, the searching nest in cuckoo search algorithm and updating the velocities and 

positions of the bats in the bat algorithm are combined to form the hybrid algorithm. The following conclusions 

are been observed.  

1. The developed hybrid algorithm (HCBA) is able to obtain the optimal assembly sequences with less 

Avg. CPU time compared to the other algorithms, compared in the above section-4. Similarly it 

generates more optimal sequences with less fitness value compared to the other algorithms, which is 

shown in the section-4. 

2. The algorithm is compared with two different assemblies to evaluate the quality of the solution in terms 

of fitness value and CPU execution time. The proposed algorithm is compared with the Advanced 

Immune based Strategy algorithm for gear assembly. In this, the avg. CPU time for the developed 

algorithm is less compared to the Advanced Immune based Strategy algorithm. 



3. The developed algorithm is also compared GA, ACO, GWO and HAWA algorithms for wall rack 

assembly. In this,  the avg. CPU time and fitness value of the proposed algorithm is less compared to 

the other algorithms 

 

As a future work this algorithm can be implemented for the more number part assemblies. Moreover, the 

algorithm may be extended to the flexible part assemblies and the parts which are to be assemble other than 

principle axes. 
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