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Abstract—This paper presents a fault diagnosis protocol for independently. Most of the previous research work on fault
wireless sensor networks (WSNs) based on neural network diagnosis in WSNs performance are not uniform for various
approach. A particle swarm optimization based fuzzy multibyer environments

perceptron used in the fault detection and classification pase of Th | network hi d extensively i .
the protocol. The proposed protocol handled the compositeafult € neural network approach IS used extensively In various

model such as hard permanent, soft permanent, intermittentand ~ research applications. Neural network is an important-tech
transient fault. The performance of proposed algorithm evduated nique, which could be applied for fault diagnosis in WSNSs.

by using the generic parameter such that detection accuracyalse The existing fault diagnosis algorithms are not considgrin
alarm rate, and false positive rate. The simulation is carred out the potential of neural network, which is the best altereati

by the standard network simulator NS-2.35 and the performare - . S
is compared with the existing fault diagnosis protocols. Tk result method for fault diagnosis. Considering the needs of fault

shows that the proposed protocol performs superior than the diagnosis in WSNs, a fault diagnosis protocol was proposed
existing protocols. by using fuzzy multilayer perceptron (MLP) neural network
approach. The proposed fault diagnosis protocol focus on
different types of faults such as hard permanent, soft perma
Wireless sensor network (WSN) is a collection of senseent, intermittent, and transient fault at a time. The pemob
nodes, which gather physical data from the environment afalilt diagnosis protocol classified into three phases, (i)e.
process it. WSNs have great potential to support varioub-aplustering phase, (ii) fault detection & classification phaand
cations such as environmental monitoring, industrial silrv (iii) isolation phase. The performance of proposed protoco
lance, and military surveillance operations etc [1] [2].eDuis compared with the existing algorithm Chen et al. [12] and
to the harsh and human inaccessible environment, the WSA&zam et al. [18], based on the performance metrics detectio
gives unexpected behavior, which leads to network faillie.  accuracy, false alarm rate, and false positive rate.
imperfection behavior of sensor nodes called as a faultén th The proposed protocol for WSN can be used into mili-
sensor network. The erroneous results of faulty sensorsodary applications, industrial applications, and enviremtal
infected the whole network, so the fault detection and fawpplications, etc. The military applications include eyem
diagnosis are truly needed to be handled with various typestracking and security detection. The industrial applimasi
faulty node. include mine tracking, structural monitoring, and invewto
The fault in the WSNs is broadly classified into two typesnonitoring. The environmental applications include weath
such as hard fault and soft fault [3] [4]. The hard fault ide@dl temperature, humidity, and pressure monitoring.
as permanent hard fault, which the nodes do not respond td'he paper is organized as follows. Section | presents the
their environment. Whereas soft fault again classified as pétroduction. Section Il describes the literature sun&sction
manent, intermittent, and transient fault. In case of sadltf 1l represents the system model. The proposed fault didgnos
respond with erroneous results each time called as perrmangotocol for WSNs is presented in section IV. The simulation
soft fault. The nodes behave arbitrarily means, unpreblieta and results are shown in section V. In section VI, we give the
results for some continuous interval and predictable tesutonclusion and future scope.
for some continuous interval called as intermittent fatilie
transient fault perish suddenly in the network and thensfani Il. LITERATURE SURVEY
suddenly. Many fault diagnosis protocols are proposed for WSNs to
The fault detection and diagnosis are classified into variogdetect the faulty node effectively. The protocols are diseal
types such as test based, neighbor co-ordination based, agfollows in the Table I. The existing fault diagnosis poutis

. d. and . based. Th . ! gare considering the different type of faults such as hard
computing based, and comparison based. T ePrev'0“9’“9’('Sﬁermanent, soft permanent, intermittent, and transienlt fa

work on fault diagnosis of WSN focus on different typesndependently, whereas the proposed fault diagnosis @obto
of faults such as hard, soft, intermittent and transientt$auconsider different type of faults at a time.

I. INTRODUCTION



TABLE I: Literature Survey

Authors

Protocol

Method

Types of Fault Detection

Panda et al.,2015 [9]

Distributed fault detection
technique in WSNs base
on hypothesis testing

Neighboring co-ordination method usin|
I Neyman-Pearson method to detect the fay
sensor nodes.

o Byzantine fault
Ity

Panda et al.,2015 [10

Distributed self fault di-
agnosis for WSNs using
modified three sigma edi
test

Neighboring co-ordination method usin|
modified three sigma edit test. Mean r
placed by median and standard deviati
replaced by normalize absolute deviation

b Hard permanent and sof
e-permanent fault
DN

Sahoo et al.,2014 [11

Distributed fault diagnosis|
in WSNs (FDA)

Comparison based neighboring sensor ng
values and their residual energy values.

d&oft permanent and inter
mittent fault

Chen et al.,2006 [12]

Distributed fault detection
of WSNs (DFD)

Majority voting based by neighboring
nodes.

Soft permanent fault

Xianghua xu et
al.,2008 [13]

Distributed localized fault
diagnosis algorithm

It based on local comparisons of sens|
neighboring nodes data and disseminati
of the test results to the remaining senso

edSoft permanent and inter;
prmittent fault
Is.

Saha et al.,2011 [14]

A system level distributed
fault diagnosis algorithm
in WSNs

Comparisons of observed remaining ene
and sensor values of all the neighbori
nodes.

pySoft permanent and inter;
gmittent fault

Elhadef et al.,2012
[15]

Comparison based syster
level fault diagnosis in ad-
hoc networks

m Back propagation neural network based
agnosis algorithm using generalized co
parison model and simple comparisg
model.

i-Hard and soft permanen
n-fault
n

It

Zhang et al.,2006 [16]

Fault diagnosis of senso
network using information
fusion defined on different
reference sets

=

Fault diagnosis scheme for WSNs based
a three layer redial basis function neur
network (RBFNN) with two inputs and ong
output.

oHard and soft permanen|
plfault

h

It

neural networks

of WSNs divided in to two phases, learnin
phase and production phase for consideri
the faulty nodes.

Jabbari et al.,2007 Sensor fault detection and Fault detection and isolation based on tWoHard and soft fault
[17] isolation using computa{ separate artificial neural network (ANN
tional intelligence phase. In the first phase a generalized re-
gression NN is used and second phase prpb-
abilistic NN is used to detect the fault
Sensors.
Azzam et al.,2008| Fault detection of WSNg A modified recurrent neural network (RNN) Soft permanent faults
[18] using modified recurrent used to detect faulty sensor. This modeling

9
ng

Zhu et al.,2010 [19]

A multi fault diagnosis
method for sensor system|
based on principle compo

Principle component analysis (PCA) an
s neural network used for diagnosis modg
A fault situation is detected when square

d Soft permanent fault
2l
2d

nent analysis

prediction error (SPE) suddenly increases.

IIl. SYSTEM MODEL

System model consists of assumptions, network model, falgg
model, and energy consumption model. In the network model, Wo
described the network topology and their communicatiot® fault

wherel,; defines the link between nod¥, and nodeNy, disqs
fines the distance between nodg and nodelN,, and theT.
fines the transmission range. The distance between tw&prsen

des is defined in the Eq.

model, we presented the behavior of different types of yauttdes in

the networks. In the energy model, described the energyuogpison.

A. Assumptions

@).

disqp = \/ (za

where (z4, zy) and (ya, y») are the position of sensor nodas,

—25)? + (Ya — yb)?,

i All the sensor nodes are static in nature, having sameainitiand N, respectively. The nodes are communicated through IEEE
802.15.4 MAC protocol with their neighboring nodes.

energy and transmission range.
ii The links in the network are assumed to be fault free.

iii The cluster head in the network assumed to be fault fred a

GPS enabled.

iv. The sensor networks are homogeneous in nature.

QZ. Fault Model

The proposed protocol consider four types of faults in thevak.

According to the behavior of faulty sensor nodes, the faalésclas-
B. Network Model sified as hard permanent, soft permanent, intermittent,teamsient

The N number of sensor nodes randomly deployed an area of si@llt. The hard permanent faulty nodes are unable to convateni
A, which is larger than the transmission rarije Each sensor node With other sensor nodes. In case of soft permanent faultgsiade
is assigned a unique identifier. The nallg communicate with node communicate with other sensor nodes with continuouslytyawéhav-

Ny, if the two nodes are within the transmission range of eabkrot ior. The intermittent faulty nodes are given unpredictaig@avior for
The link between the nodes is calculated using Eq. (1). some random amount of time and then persist good behavier. Th

transient faulty nodes are given unpredictable behaviorirfstant
1,disay < Tp time and persist good in the remaining time. The links areeund
lap = oS (1) taken care of the MAC layer protocol.
0,disqp > Tr



D. Energy Consumption Model

A transceiver used in WSNs for data communication between

nodes. For transmitting the data WSNSs required transmétestron-
ics and power amplifier whereas for receiving it requiredeiesr
electronics. Both these free spaa#spower loss model and multi-

path fadingd* power loss model are used for data transmission and
reception [20]. Le®,, 62, andfs are the amount of energy required

for transmitter electronics, power amplifier, and receigkctronics
respectively. The free space coefficient is chosen, depgndpon
the distance between the transmitter and receiver. The dotaunt
of energy spent by the transmitting pfbit packet over distancé is
given by:

pO1 + plad?, d < do

PO +p92d4, d > do @)

Br(p,d) = p x (61 + 05 xd"):{

The energy spent by receiving ptbit packet over distanced is
given by:

ET(p, d) =pX 053 (4)

The total amount of energy requirdd is the sum of the transmit-
ting energyEr and receiving energyr.

E=FEr+ERr )

IV. PROPOSEDFAULT DIAGNOSIS PROTOCOL

The proposed fault diagnosis protocol follows in three psa3he
phases are (i) clustering phase, (ii) fault detection aadsification
phase, and (iii) isolation phase.

A. Clustering Phase

The sensor nodes are non-uniformly deployed in the ternaa.a
The fault-free nodes having higher transmission range agteh
initial energy than other sensor nodes, added uniformljzémietwork
acting as cluster head. Initially, the cluster head brosidozessage
in the transmission range and the sensor nodes after negetie
signal calculate the strength of the receiving signal. Téreser nodes
form a cluster using the strength of the receiving signahwiteir
cluster head. We set a threshold value of the receiving kfgnahe
cluster formation. Each cluster head, maintain a tableatoimy all
the information of its cluster nodes. The sensor nodes ardlse data
to the particular cluster head and the cluster head also cmicates
to the base station. All these inter and intra cluster conication
takes place using multi-hop fashion. The Fig. 1 shows thsteting
overview of the sensor network. The number of cluster hege mits
on the network size. The received poweris calculated by the Friss
propagation loss model [21]. So the is computed as:

Pr =Dt X gt X gr X (6)

(4md)?’

wherep. is the transmitted power of the antenpais the transmitting
gain of the antennay. is the receiving gain of the antenndjs the
distance between the transmitter and receiver, and the signal
wavelength.

Base station

« A))
Cluster member / Cluster head
7N A )

Test data

Extract sensor values for
designing NN
Update
Designed NN
IN:M:01

NN Computation Trained of NN for
PSO fault detection and
Technique u classification
Defuzzification @

Final output

Compare d output
with the target class

Fig. 2: Fault detection model

B. Fault Detection and Classification Phase

In the section, we describe the fault detection and claasidic
phase. In this phase the neural network fuzzy feed forwarilayer
perceptron (MLP) is used [22] [23]. The fault detection mloie
described in the Fig. 2 [24]. Initially the historical datathvfault
classification collected for the training of the neural natw The
sensor temperature data are collected from the networkn Be¢
a particular range within which the node is declared as fiak
otherwise faulty node. The sensor node values are initinpiyt for
the neural network training. These sensor input values azeiff/
using spline membership function. The function is definedthia
Eq. (7). After fuzzification, the data are designed for a itayler
feed forward neural network oV : M : O. The N is defined as
the number of input layer noded/ is defined as the number of
hidden layer nodes, and th@ is defined as the number of output
layer nodes. After designing the neural network model, wdatgp
the knowledge base by a population-based technique cadlgitlp
swarm optimization (PSO). The final stage testing data arengio
the neural network for detection and classification. Thee$t match
with the fault type gives the decision results. The fautefnodes and
faulty nodes are classified according to the fault classes.



Algorithm 1 PSO Based Training Algorithm

Z z = f(z)
Require: Initialize: particle dimension, no. of particles, inertieeight (w), maximum
v=Fon) and minimum inertia weight Wmqz, Wmin), coefficients ¢1, c2), delta ¢),
velocity (v), position ) of each particle, local and global best scasdest.Score,
Vi «—T, gBestScore), gBest to 0;

1: while (termination condition is not achievedp

()
= |
g 2:  for (each particleXo
H 3: Calculate activation of Fuzzy MLP;
L3 Y2« T, 4: Calculate average fitness;
5: If the fithness is better than the previous, set the curgeBestScore =
fitness;
6: Set the best position of the particle;
7: Calculate the best fithess for neighbor particlg®€stScore);
Voi—> To 8: Update inertial weightw;
Gipik: gt 19(;' eijJ;f)grate velocity and position of particle using Eq. (12) ah8)(respectively;
11: end while
12: Test the trained Fuzzy MLP neural network for finding the falétection accuracy;
Input Layer Hidden Layer Output Layer 13: Stop.

Fig. 3: Architecture of neural network approach
1) PSO Based Training Algorithm for NNPSO is a popula-

The Fig. 3 represents the neural network architecture [ZB tion based stochastic optimization technique dgve_lqpe@khmha_rt
architecture shows th&/ : M : O layer. HereN is the number of and Kennedym [26] [27]. In PSO the system is initialized wath
input nodes depends on the number of sensor nodes in therketwd€et of random population and searches for optimum by upglatin
M is the number of hidden nodes depends on the input nodes, &§ferations. PSO starts with the random initialization pbpulation
O is the number of output nodes depends on the fault type. & tdgwarm) of individuals (particles) in the n-dimensionatusih space.
protocol, we consider four types of fault, so the output nodeetains " PSO, each particle keeps two values in its memory: (i) its o
four neurons. The paramet&f denotes the weight vector betweerP€St experience, that is one with the best fitness value {itests
input to hidden layer and the paramet&r denotes the weight vector Value corresponds to least objective value since fitnesstimis
between hidden to output layer. The biasis denoted for input to Conversely proportional to objective function), whose ipos and
hidden layer and bias, is denoted for hidden to output layer. Theobjective value are calleg; andpy..:, respectively, and (i) the best
Zin defines in the Eq. (8) is denoted as output of input layer¥ind €xperience of the whole swarm, whose position and objestiee
defines in Eq. (9) is denoted as output of hidden layer. Tharpin aré calledr, andgs.:, respectively [28]. Let denote the position and
sigmoid function defines in the Eq. (10), used for activafiomction.  velocity of particlei with the following vectorsiz; = (zi1, iz, i3,
The Z is denoted as output of hidden layer, which is calculated by - %in) @ndvi = (vi1, vi2, vis, - - - vin). The updated velocities and
using activation function t&;,,. Similarly, theY  is denoted as output POsitions of the particles can be calculated accordingeddhowing
of output layer, which is calculated by using the activafionction to  Ed- (12) and (13) :

Yi». The mean square error (MSE) define in the Eq. (11) is caledlat

by using the target output and neural network output. Theres

reduced by the knowledge updation technique. In the lagi ste Vig1 = w.v; + €101 X (pi — 3) + c2b2 X (pg — T4) (12)
sensor values generating by the sensor node given to thé fiopu
the testing phase, which detects the behavior of the nodieslly it
classified the faulty nodes with their fault types.

The proposed fuzzy MLP in this work uses a S-shaped memipersfjjpere 5 is a random numbery is the inertia weighte: and ¢ are

fun_ction (MF) o f_uzzify the input_ dataset. The Eq. (7) dm”he two positive numbers, ané; and@, are two random numbers with
spline MF which is used to fuzzify the sensor valueln this EQ. | hitorm distribution in the interval of ([ 1].

(7) the valuea andb locate the extremes of sloped portion.

Tiy1 = Tq + o X Vit1, (13)

0, r<a C. Isolation Phase
r—a\2 a+b
f(z,a,b) = 2(1,,;_)(1,2 ‘Zgbx S5 @) After the fault detection and fault classification, we felldhe
1-2(5=3)°, 5 <a<b fault isolation phase. In the isolation phase the faulty asodre
L, z>b isolated from the network and the fault-free nodes remaiit &s
The cluster head maintains a table contains the fault ptxgen
n of sensor nodes of its cluster region. Then the fault isotatis
Zin =b1+ Y XiVini (8)  performed in the following steps.
i=1
m i Initially, cluster head broadcast the fault percentagesafsor
Yin = b2 + Z ZiWini 9) nodes in its region.
i=1 ii Each node maintains a neighbor table and periodicallyatgd
as it monitors in the environment.
1 -
Sig(x) (10) iii In the routing phase source broadcast a route requessages

T l4e X (RREQ) and the message spreads throughout the network.

iv Then the destination node is unicast route reply (RREP3-me
1 X 9 sage and the routing path is generated.

MSE = + > (X -T2, (11) v If the node is fault free the RREP is sent back to the neighiyor

=1

node otherwise, if nodév; learns thatV, is a faulty node. It

where X, and T; are computed value and target value respectively ~S€Nds the RREP message to another neighboring hade
for i*" instance of the sensor nodes. In this way, the faulty nodes are eliminated from the path.



RREQ message

Faulty Node

RREP message

<
Fig. 4: An overview of isolation phase

and 0.4 respectively. The two existing protocols and theppsed
protocol compared using the performance metrics. Fig. Swsho
the graph between fault probability percentage and faukeatien
accuracy (FDA). Fig. 6 shows the graph between fault proipabi
percentage and false alarm rate (FAR). Fig. 7 shows the graph
between fault probability percentage and false positite (&PR).

So in this simulation, we observed the proposed fuzzy MLRt fau
diagnosis protocol performs better than other two exisgirgocols.

In the Chen et al. protocol the fault detection dependentnupo
the neighboring sensor nodes. So the increasing the faliapility
percentage the performance degrades for Chen et al. ptotndbe
case of Azzam et al. for more sensor nodes, increasing tHe fau
probability the RNN complexity increases, so it's perfonoa also
degrades. Both of this existing protocols can not identifytypes
of fault classes. The proposed fuzzy MLP fault diagnosidqaal is
identified all types of fault classes and also gives bettefiopmance

than two existing protocols.

V. SIMULATION AND RESULTS

In this section presented the performance evaluation ofptbe
posed protocol with the other existing protocol throughdations.
The simulation is carried out by the Matlab 2010a and network
simulator NS-2.35. The proposed protocol is compared with t
existing protocol Chen et al. [12] and Azzam et al. [18], Wwhare
implemented by NS-2.35 simulator. The performance mesich as
fault detection accuracy (FDA), false alarm rate (FAR)séapositive
rate (FPR), and false classification rate (FCR) are corsidfar the
performance evaluation. The simulation is carried out byaegrage
of 50 times run.

A. Simulation Parameters

The parameters used in the simulation are shown in Tablehg. T
sensor nodes are randomly deployed in the argaGifo x 1000)m?.

The number of faulty sensor nodes and simulation time varies
according to the simulation environment. In this simulatiove
collected the temperature data of WSNs and set a thresholgkra
of 0, to 0 for fault free sensor nodes. The sensor node violated the
threshold range consider as a faulty node in the networko#iicg

to our fault model, four types of fault class are consideredthis
simulation.

Initially, all the sensor nodes are fault free in nature. he t
simulation, we added composite fault such as hard fault, faoft,
intermittent fault, and transient fault gradually. We ddes a random
composition of different faults for composite faulty nodebhe
composite faulty nodes are added 5% to 40% of normal nodes.

TABLE II: Simulation parameters

Parameter Value

Number of nodes 1000

MAC protocol IEEE 802.15.4
Simulation time 1000 s

Network size (0,0) to (1000,1000)m

Initial energy 10J
Carrier sense range 350 m
Transmission range 150 m

Packet size 32 bytes
Receive power 83.1 mW
Idle power 105 uW
Transmit power 52.2 mW
Sleep power 48 W
Channel rate 250 kbps

B. Impact of Fault Probability

In this simulation, 1000 nodes are deployed in the area. &tikyf
nodes are added in the network with probabilities 0.05, @2, 0.3,

—&— Proposed protocol
| —e—rzametal.
—@— Chen et al

0.85f

Detection Accuracy
°

2 o
IS

o
5

0.65f -+

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
Fault Probability

Fig. 5: DA vs Fault probability

== Proposed protocol
=@ Azzam et al.
—@— Chen et al.

False Alarm Rate
o
9
2

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
Fault Probability

Fig. 6: FAR vs Fault probability

== Proposed protocol
=@ Azzam et al.
—@— Chen et al.

False Positive Rate
)

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
Fault Probability

Fig. 7: FPR vs Fault probability
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Fig. 8: FCR vs Fault probability
In this observation, we found the diagnosis accuracy of gseg [17]
algorithm improved 6.82% over Azzam et al. algorithm and38c1
over Chen et al. algorithm.
[18]

A fuzzy MLP based fault diagnosis protocol has been proposed

VI. CONCLUSION AND FUTURE SCOPE

for WSNs to handle faulty sensor nodes such as hard permanerg)
soft permanent, intermittent, and transient fault in themoek. The
proposed fault diagnosis based on three phases: (i) dhustphase,

(i) fault detection and classification phase, and (iii) Ifasolation

phase. The proposed algorithm not only detect the faultyesod
but also classify the fault types and isolate the faulty sonfethe

network. The simulation results show that the proposedopuobt [
performs better in terms of fault detection accuracy, falsem rate,

[20]

21]

and false positive rate than the existing Chen et al. and rhzet 2]
al. protocols. The proposed protocol extended to the realicgion

scenario. In future work the proposed protocol will be uséadadle [23]
the faults in dynamic and mobile networks.
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