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Jośe L. Ayala
Complutense University

of Madrid
Madrid, Spain

Email: jlayala@ucm.es

With 3D NoCs help improve circuit performance, fault
tolerance and energy efficiency through the reduction of
average wire-length and the increase in communication
bandwidth of on-chip wiring, the soaring increase of on-
chip temperature remains one of the most challenging
obstacles to their commercialization. We present a physical
design flow that integrates thermal driven floor-planning
with MOEA. The thermal aware floor-planning help reduce
the magnitude of hotspots in each layer , in turn, alleviate
the negative impact of heat dissipation on chip performance
and reliability. The essence of the flow is to analyze the
layered thermal map of the chip stack and then apply MOEA
operators, which helps to put the power hungry functional
units far from each other.3D stacked heterogeneous mesh
architecture with 3 layers is used as the baseline for our
experimental work. Further another two layers has been
added to check the impact of increasing number of layers on
the peak temperature of individual layers. The experimental
results show the suitability of our algorithm for significantly
reducing maximum on-chip temperature. As our approach
is independent of any topology, it paves the way for thermal
driven design methods consisting of 3D layouts made up of
several layers.

Index Terms—MOEA, floorplanning, 3D NoC, thermal map,
heterogeneous mesh architecture.

I. INTRODUCTION AND RELATED WORK

The complexity of System on Chip (SoC) arises with
continuous scaling in semiconductor technology. In the future,
hundreds or even thousands of processors will be integrated
in a single chip. At such high level of integration, a major
role is performed by communication channels to properly
communicate among all the functional units. NoC has emerged
as a promising candidate for the on-chip communication
system because of scalability, reduced power consumption,
fault tolerance, reusability and better throughput [1], [2], [3].

3D NoC is the combination of NoC and 3D IC. The
NoC concept replaces design-specific global on-chip wires
with a generic on-chip interconnection network realized by

specialized routers that connect generic processing elements
(PE) such as processors, ASICs, FPGAs , memories and so
forth to the network and facilitate communications or links
between them. Vertical placement of dies reduces interconnec-
tion length notably [4] . The reduced interconnection length
results in low latency and increase in performance. As 3D NoC
supports heterogeneous integration, the dies placed one above
the other need not to be similar ones leading to optimization
of chip components according to their diverse function [5],
[6], [7].

Thermal and communication aware mapping using genetic
algorithm is used to decrease the peak temperature in 2D and
3D NoCs [8]. Skadronet al. [9] proposed to use equivalent
electrical RC-circuits in order to model the thermal behavior of
a chip [9]. Several other works focused on 3D floor-planning,
placement and thermal related issues [10], [11]. Coskumet al.
[12] proposed dynamic thermal management methods for 3D
NoCs.

In order to balance thermal distribution, floorplan opti-
mization and wire routing are two other methods proposed
in [13], [14], [15]. Jason Conget al. proposed a thermal
aware floorplan algorithm, where mapping is done from a 2D
floorplan to a 3D floorplan, and placement of TSVs is taken
in to account for improvement of thermal state and on-chip
performance. Wire routing was proposed by Tianpei Zhanget
al. , which lowers the temperature by adding thermal vias and
wires for heat dissipation.

The paper is organized as follows: Section 2 covers mathe-
matical formulation of the problem, design methodology and
floorplanning algorithm used to achieve the result. Section3
illustrates the experimental analysis and Section 4 concludes
this paper.

II. PROBLEM FORMULATION

A. Mathematical Model

In this paper, the fitness function is organized as a weighted
sum of two objectives. The first objective is defined by
means of the topological relations among placed blocks.
It represents the number of topological constraints violated



(no overlapping between placed blocks as current volume≤
maximum volume). This objective ensures that current area
created by functional units is less or equal than maximum
area and also ensures no overlapping between placed units.
Without this objective , our floorplanner can not find feasible
solutions. Every block in the model i(i = 1, 2, 3, ...., n) is
characterized by a heighthi, length li and width wi. The
entire chip can be considered as a design volume having
maximum height H, maximum length L and maximum width
W. Our aim is to find a feasible floorplan by maximizing the
distance between hottest elements(Ne). We have defined the
geometrical location of block i, where0 ≤ xi ≤ L − li,
0 ≤ yi ≤ W − wi and0 ≤ zi ≤ H − hi. We take(xi, yi, zi)
to denote the left-bottom-back coordinate of block i.

The second objective is a measure of the thermal impact,
computed as follows. Given a block b, it’s temperature can be
modeled as follows:

Tb =

N
∑

i

A−1

bi .Pi ≈ A−1

bb .Pb ∝ Pb (1)

wherePb is the nomalized power density of block b.
Therefore, our objective can be stated as follows,

Min. (T ) =
∑

i<j

Bi.Bj
√

dx2

ij + dy2ij + dz2ij

(2)

where B={PE1, PE2, ..., PEn, SW1, SW2, ..., SWn} ;
where, PE is a processing element and SW represents a

switch.
Our proposed algorithm will try to place the hottest process-

ing elements and switches as far as possible. As described in
[16] , this method can reduce maximum temperature on the
chip. For our 3D NoC stacked mesh scenario, we have used
two objectives. The Performance and temperature objectives
have an opposite nature: the better the performance, higherthe
temperature. In our proposed algorithm, our objective function
is stated as follows:

Min. (F ) = (n+ r)×
T

T ∗
(3)

where r is the set of topological constraints violated,T ∗

is the evaluation of Equation 4, in a stacked mesh topology.
We have used the mesh topology as a baseline because of
its high performance. For our future work, we are currently
analyzing mechanisms to include communication as a third
objective, making the mesh topology an excellent baseline for
the fitness function.

The use of MOEA is proposed in this work as it is an
efficient method to solve NP-hard problems. MOEAs are
stochastic optimization heuristics in nature. These approaches
have been successfully applied to many NP-hard combinatorial
optimization problems. In order to apply MOEAs to a problem,
a genetic representation of each individual has to be found out.

In each generation, two chromosomes are selected in tourna-
ment selection. Tournament selection runs several tournaments
among few individuals chosen at random from the population.
The winner of the tournament is the chromosome having

the best fitness function. The winner chromosome is selected
for crossover. Selection pressure is adjusted by changing the
tournament size. Bigger tournament size discards the chance of
weak individuals to be selected. The selection operator in our
floor-planner selects two random chromosomes from the entire
population and then as described above , the best of these are
selected. This task is repeated twice in order to obtain two
chromosomes or parents. Advantages of tournament selections
are it is efficient to code, works on parallel architectures and
it allows the selection pressure to be easily adjusted.

Our floor-planner helps to keep the heat sources as far as
possible and it generally places them at the border of the chip.
This technique helps in reducing the on chip temperature due
to diffusion. Vertical heat spread is taken into account by
not placing the heat sources one above the other. From the
optimized floor-plans , it is clearly visible that most of theIPs
are placed either in the first layer or in the last layer. Routers
are placed at the border lines of the chip which yields to less
heat.

Algorithm 1 Thermal-aware Floorplanning Algorithm for 3D
stacked heterogeneous Network-on-Chip
Require: Floorplan with number of layers, power values and

layer dimensions
Ensure: Best fitness function

1: Input number of layers, layer dimensions and power values
of each IP and Switches;

2: Produce n arrays of random integer permutations;
3: Generate chip floorplan;
4: Initialize algorithm with physical dimensions of each unit

and power data;
5: Arrange the blocks according to descending order of

power density;
6: For i=1 to max-generation
7: generate placement;
8: Calculate peak temperature of each layer;
9: Evaluate fitness function;

10: crossover();
11: mutation();
12: i=i+1;
13: EndFor
14: Display best function;

The proposed algorithm is configured with a maximum
population of 100 individuals, and a maximum number of
250 generations. The probability of mutation depends on the
number of variables. In this case, it is the inverse of the number
of blocks. Then, we set a cycle crossover with a probability
of 0.90 and the tournament selection method, as mentioned in
[17].

III. EXPERIMENTAL RESULTS

This section presents the thermal results obtained in the
scenarios described in Section 3. The benchmarks used here is
divided in to 3 categories , they are 3 layer, 4 layer, and 5 layer
stacked 3D NoC heterogeneous stacked mesh architecture.



Architecture Used Layer Number Original Temperature Resultant Temperature Temperature Reduction
(in ◦K) (in ◦K) (in ◦K)

layer1 372.0910 359.8613 14.2297
3layer layer2 377.8307 361.9631 15.8676

layer3 384.2310 365.9055 18.3255
layer1 387.0078 377.0070 10.0008
layer2 393.8061 382.2046 11.6015

4layer layer3 402.4738 388.2689 14.2049
layer4 410.2078 394.7030 15.5048
layer1 399.3518 392.8972 6.4546
layer2 406.8852 399.2916 7.5936

5layer layer3 416.4039 406.5383 9.8656
layer4 428.3669 414.7866 13.5803
layer5 437.2575 419.3000 17.9575

TABLE I: Peak and optimized temperature per Layer in Heterogeneous 3-D Stacked Network-on-Chip
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(a) Thermal map of 3 layer heteroge-
neous floorplan after applying MOEA
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(b) Thermal map of 4 layer heteroge-
neous floorplan after applying MOEA

0 2000 4000 6000 8000 10000
0

2000

4000

6000

8000

10000  SW3

SW27

SW33

SW42

SW4

IP24

IP20

IP14

SW23SW6

IP22

Layer 1

length (µm)

SW9

IP28

SW19

SW17

IP19

SW21

SW43

SW32

IP39

SW25

IP35

SW8

SW15

IP26

SW20

SW25
IP32

IP34

 

w
id

th
 (

µ
m

)

300

320

340

360

380

400

420

0 2000 4000 6000 8000 10000
0

2000

4000

6000

8000

10000  

SW18
SW45

IP36

SW39

IP31

SW44

IP11

Layer 2

length (µm)

IP6

IP29

IP41

SW29

 

w
id

th
 (

µ
m

)

300

320

340

360

380

400

420

0 2000 4000 6000 8000 10000
0

2000

4000

6000

8000

10000
 

IP30

IP38

IP15

Layer 3

length (µm)

IP10

IP4

IP25

 

w
id

th
 (

µ
m

)

300

320

340

360

380

400

420

0 2000 4000 6000 8000 10000
0

2000

4000

6000

8000

10000  SW16

IP8

IP44

IP13

IP7

Layer 4

length (µm)

IP1

IP2

IP12

IP21

IP23

SW36

 

w
id

th
 (

µ
m

)

300

320

340

360

380

400

420

0 2000 4000 6000 8000 10000
0

2000

4000

6000

8000

10000
 

SW7

SW35

SW41

SW13

SW22

SW40

SW1

IP3

IP45

SW12

SW14

IP33

IP43

Layer 5

length (µm)

IP16

IP40

SW31

IP5

IP17

SW30

IP27

IP37

IP9

IP18

SW5

SW2

SW10

SW11

SW24

SW28

SW34

IP42

SW37

SW38

 

w
id

th
 (

µ
m

)

300

320

340

360

380

400

420

(c) Thermal map of 5 layer heteroge-
neous floorplan after applying MOEA

Fig. 1: Original and optimized thermal diagram of 3 layer, 4 layer and 5 layer heterogeneous stacked 3D mesh based NoC

The floor-plans are modified in order to include an increased
number of functional units in every layer. The inter-layer
communication is carried out with a set of buses that route
the communication signals from one layer to another.

As can be seen in Table 1, we achieve a reduction of
32.6588 ◦K in peak temperature when compared with the
baseline scenario for 3 layer scenario. However, as Table 2
and Table 3 shows the peak temperature of 4 layer and 5 layer
benchmarks have gone up to 410.2078◦K and 437.2575◦K
respectively. The high rise in temperature is because of the
fact that the inner layers are not able to dissipate the heat
to the ambient. After applying the optimization algorithm,
the corresponding maximum reduction in temperature are
15.5048◦K and 17.9575◦K respectively, for the layers showing
highest temperature. The peak temperature of other layers can
be referred from Table 1, Table 2 and Table 3.

From the results reflected in the tables, it can be derived
that our floor-planner algorithm decreases the maximum tem-
perature in all the active layers for all the designs. This isdue
to the homogeneous thermal distribution due to replacement
of functional units. The reduction of on-chip temperature
translates in to a reduced reliability risk and diminished
leakage currents.

From the visual analysis of the Figure 2, it is clearly noticed
that there are high temperature regions , where hotspots are
created. The problem is more exacerbated in first layers, where
the functional units are not able to dissipate heat to the

environment. The thermal problems affects the performance
and reliability of the chip due to their high temperature. Asthe
power dissipated in the die increases, the temperature increases
exponentially.

From the results reflected in the Table 1, Table 2 and Table
3, it can be found out that the optimizer decreases the peak
temperature in all active layers. This is due to the fact that, the
replacement of functional units ensured a more homogeneous
thermal distribution. It results into a minimized reliability risk
and reduced leakage currents.

IV. CONCLUSION

We have developed an integrated CAD framework for
thermal-aware 3D Network-on-Chip. This framework was
applied to the 3D heterogeneous stacked NoC. Thermal sim-
ulation and floor-planning were conducted in the iterative
loop seeking the maximum reduction in peak temperature
of individual layers. Our algorithm first places the higher
power consuming cores away from each other in different
layers to avoid rise in peak temperature due to the diffusion
phenomenon and then use thermal simulation to determine
the thermal map of 3D heterogeneous stacked NoC. The peak
temperature in the dies strongly increases with increase in
number of layers. The effectiveness of the proposed algorithm
regarding reduction in temperature has been demonstrated by
the reduction of on-chip temperature with respect to its original
floor-plan.
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(a) Peak and resultant temperature of 3 layer 3D stacked
heterogeneous mesh
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(b) Peak and resultant temperature of 4 layer 3D stacked
heterogeneous mesh
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Fig. 2: Comparison of original and final peak temperature heterogeneous 3D stacked mesh NoC architecture
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