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|sometric Efficient and Accurate Fourier-SIFT
method in Iris Recognition System

Ankush Kumar, and Banshidhar Majhi

Abstract— Iris is the Optimum Biometric-trait present in
Biometrics Security. Our emphasis on this paper is to obtain
efficient, fast and robust algorithm set for iris detection. There
are number of algorithms proposed for the efficient result but
fails due to limitations. We tried in this paper to make, an
efficient combination of the best schemes of normalization, corner
detection, feature extraction and best matching algorithm
availablee. We have used Modified-Trajkovic Operator (8-
neighbours) to detect the corner, in which, the iris image sample
isfirst optimized by sector based normalization into four sectors,
this decreases the iris area but the modified 8-neighbours detect
the corner accurately. Fourier-SIFT isthen used to determine the
keypixels with enhanced threshold cutoff and finally Modified-
Hausdor ff distance (or Gromov-Hausdorff distance) determines
the matching algorithm and measures the distance between
keypixels of enrolled and scanned iris during matching. The
limitations in the above algorithms are rectified in this paper.
This process is rigorously checked on CASIA-V3 and MMU iris
images.

Index Terms— Biometrics, Image edge detection, Image
Processing, Irisrecognition

I. INTRODUCTION

HEN talking about Definitude Biometric Security ,Iris
comes at the leading position. With all leading
perfection and appropriateness we are unable to achieve 100%
results, because of lack of optimized set of algorithms involve
in the recognition process and the errors present at different
steps of the methods used. The efficient methods are available,
but not for all sets of iris images and in all environment, like
cooperative and non-cooperative [5]. In this paper we have
tried to achieve the maximum accuracy and fastest approach
for both cooperative and non-cooperative dataset of iris
images. Trajkovic Operator [2] is used to find the corner of
any image pattern. But it has certain limitationsin it:
A. Anisotropic Response of Operator .And
B. False Cornersalong Diagonal Lines.
We have corrected these limitations by applying Diagonal line
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in pixels and SIFT [1], [6], [13], [14], [16]. These techniques
increase the corner detection technique and exact corners and
edges are detected. Scale Invariant Feature Transform (SIFT)
is used to make our approach invariant towards rotation,
scaling [7] and occlusion [13] by eyelids. We have not only
used the SIFT descriptor to detect keypixels, but also used
Fourier-SIFT based keypixels as a feature keypoints, by
applying Fourier transform on each keypixels obtained after
SIFT.

SIFT extract features using gradient information only which
may not be suitable for irisimage. This motivates us to use F-
SIFT instead of SIFT and SURF, because of the combination
of both Fourier and SIFT together. Sift also shows some false
matching if the texture and eyelash ate present as shown in fig.
la

Fig.1la. False Matching in SIFT for non-normalized image.

The first line shows the region of eyelash which cannot be
consider as the keypixel for matching. This problem can be
solved by good matching algorithm like Gromov-Hausdor ff
distance [9], [10], [17], [18], [19]. It only cares about the
interpoint distance between the whole keypixel and isometric
EH [1] takes care of rest. Both this method is applied in
Modified Gromov-Hausdorff distance.

An endeavor has been made in this paper to correct the
accuracy rate and the efficiency of iris recognition for real-
time applications. The result shows a drastic change with the
datasets we have used in this experiment.

Il. MODIFIED-TEAJKOVIC OPERATOR (8-NEIGHBOUR)

A. Drawback in previous Operators

Tegjkovic 4-Neighbours [2], [3], [15], [16], Operator was
extremely sensitive to noise and we cannot introduce noise to
find the edges and corners. Secondly it is very sensitive to
position and rotation invariant situations (Anisotropic
Response) [23]. Teajkovic 8-Neighbours Operator also
contains the same problem, since the iris corners are not
diagonal as shown in fig 2a. We can easily see the meeting
point of L1 and M1 is the locus on the edge of the iris
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respectively.

Fig.2a.The Edge locus in modified Teajkovic 8-Neighbours

B. Teajkovic 8-neighbour Operator

All 8 corners are considered as the illumination [15], [16],
points for calculating the corner in the image. The Sliding 8
pixel window determines the edge in the provided image. We
took gray version of the image as input, with the size of the
pixel (i.e. can be calculated from the image size) and the two
threshold values t | andt ,. The algorithm is shown below with

different pixel values:
Algorithm 1: Teajkovic 8-neighbour

Input: Gray image, Threshold t N andt 2 Scale of image. Image Map (M)
Output: Image With each corner properly detected.

For all pixel (xy), Find Simple Cornerness measure (Cv)
Cm (X, ¥) =min (rp, ro, I, I's)
Where
rp=2(Icf + (I’ + (Ip)” - 2lc(Iptlp),
rQ=2(1c)* + (19 + (Ig)’ - 2lc(lgtle),
rr=2(Ic)’ + (IR)’+ (IR)* - 2lc(Ilrtlr)
rs =2(Icf’ + (197 + (Is)? - 2lc(Istls)

if Cu (X,y)2 t N mark as Starting corner.

Initialize Cornerness map M with 0(zero).
end if.

for all Starting corner pixel(x,y) :
a). find location (X’, y’);
b). find (Cw)
o). if Cu(x',y)< t,, Skip step d) and €). (NOT CORNER)
d). Calculate interpixel approximation cornerness measure:

Cu (Y

either Q, >00r P, +Q,; <0
c (xy) = Q’
NTerPIXEL (Ko Y) = min{r‘ —P—‘}, i =12,34that satisfy Q, <Oand P, +Q, >0’

Where
rL=rp, 12=rq,3=rg,r4=rs
Q1= (lo-lp)(Ip-Ic) + (Ig-Ip)(Ip-Ic) samefor 2,3 and 4.
Pi=ro-rp-2Q: similarly for 2, 3, and 4.

€).if CinerpixeL (X', Y) St , LEAVEIT

else
Set M (X’, y’) to Cinrerrixer (X, Y').

Apply Non-maximum suppression on M (x’, y*) for local maxima.
Finally all Non-zero points are Corners.

In Teajkovic Operator (8-neighbour) the number of false

corners is very less in numbers than that of 4-neighbor and the
rotation invariant problem is solved by applying SIFT
invariant in it. These limitations led to the generation of new
and improved approach called Modified —Teajkovic Operator

[3l.
C. Modified-Teajkovic Operator

The diding window, diagonal lines and rotation invariant
are three problems occurred in 8-neighbour operator, which
motivates us to design the new approach called Modified —
Teajkovic Operator [23]. In sliding window, we took not only
the pixel matrix but also the angular component at an angle of
45°, This led to the smoothening of the diagonals. The fig.2b
shows the corrected dliding window with the angular
component.

Fig.2b. (left) Normal Sliding Window in Teajkovic 8-Neighbours (Right)
corrected Sliding Window in Tegjkovic 8-Neighbours

[11. EFFICIENT SECTOR NORMALIZATIONS

Inner pupil circle is not fixed; it changes as per the
illumination sources condition. Thus we see the variation of
the inner pupil radii, whereas the outer circle remains fixed.
Normalization means to shell out the minor deformation
present in the sectors. After finding the optimal pupil radii and
outer edge of the iris from Modified-Teajkovic operator, it’s
time to get rid of the eyelash. The problem of occlusions can
be solved by Efficient Sector Normalization [13], [1], [7], [8],
in better way. The following Steps remove the eyelash present
intheiris:

A) Iris Localization: The Center of pupil can be determined
by localization of iris and pupil centers at (Xo, Vo). With
reference to the center we can divide whole iris image into
four sectors. Then the removal of unwanted noise i.e. eyelids.
The coordinates of the pupil and iris are given by:

05 (8), ¥o(8) ) = Xo + 1, C0S (B), yo + rp SN (6).
(x(8),yi(8))=x+ricos(@®),yo+risn(®) (1)

Where (X, , yp) are the points lying on the pupil and ( % , i)
are the points lying on iris outer boundary, with center (Xo,Yo).

B) Sector Division: Once the proper iris is obtained, it is
now time for removing eyelids by sector division. Wholeirisis
divided into four sectors i.e. Sectorl, sector2, sector3 and
sectord. Sectorl and Sector2 are nearly same in dimension
with very little occlusion, 8 range of sector 1 is [-65°, 45°],
Sector2 ranges from [135°,245°], Sector3 range is from
[245°,295°] and finally the 6 range of Sector4 is [45°,135°].
The modification is done in the upper and lower sectors, only
for noise free result.
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Fig.3a. Representation of all Sectorsin redial and Angular form.

The upper Sector (Sector4) is chopped in half, basically to
remove the eyelids. The lower Sector (Sector3) is also clipped
in 4/5. Both can be represented as:

Dy=(ri-rp)2
Da=[(ri-rp)-0.2% (ri-1p)] 2

The equation 2 gives the corrected size of the normalized iris
strip as shown in the fig 3a. The correct angle can remove
most of the noise present in the image. It is done to avoid the
generation of keypixelsin the noise (i.e. eyelid) region. It may
lead to false matching (since the keypixel in eyelid region is
basically from black eyelash and other people can aso have
the black eyelash keypixel which lead to the matching error).
. The normalization improves the accuracy about 20% from
non-normalized image.

IV. KEYPIXEL DETECTION IN FOURIER SIFT

Scale Invariant Feature Transform (SIFT) [1], [6], [7], [13],
[14], [16], is well known keypixel descriptor for image
recognition. Previously SIFT is combined with Gabor wavel et
[4], [8], for the feature extraction and method is tested using
frontal and off angle images of iris. But in that method Fourier
transforms [14], [6], [16], (Phase Component) is used to find
the texture present in the image, because of the dependency of
amplitude on extraneous factors.

In this paper Fourier-SIFT is used to find the keypixels
present in the iris image. Fourier-SIFT is the combination of
Fourier Transformation with SFT. Both can be paired using
Phase-Only Correlation (POC). This Combination of Fourier
and SIFT gives better result than al previousy used
techniques. This approach is best for both cooperative and
non-cooperative [5] iris images. The process of Fourier-SIFT
can be broken into three steps:

Sep I: Finding Keypixels using SIFT: - SIFT (Scale Invariant
Feature Transform) is a local Feature Extraction Technique
not only for its scaling benefits but also for occlusion and
illumination conditions. SIFT is very complex and involved
algorithm, so for simplicity we have divided it into five steps.
First step is converting our image in required scale (called
Scale space). The iris image is progressively blurred using
Gaussian blur [6], [7], [8], [11], and resize to haf of the
original image size. These blurred images are caled the
Octaves. “Blurring” isrepresented as:

L (x,y.0)= G (X,y,0) * I (Xy)
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The Gaussian blur can be shown as:

G(X,y,5) = —ye (i’

2ps *?
Where: x’=xcos O +ysin @ and y'=-xsin O +ycos 0, L is the blurred
image, G is Gaussian Blur Operator [8], Im is an image, (x,y) are the location
Coordinates, o is the scale of blurring (amount of bluring).

Once scaling is done, Second step is to find the DoG
(Difference of Gaussian) instead of Laplacian of Gaussian
(LoG). Laplacian is the second order derivative of irisimage.
The DoG is shown mathematically as:

D(x, y.0) =L (X, y. kK0) - L (X, Y. 0)

LoG will locate the fine corner and edge present in image,
which is good for finding the keypixels. But due to the
extremely sensitive characteristics of the second order
derivative towards noise, we can’t choose LoG. The solution is
DoG which gives same result as that of LoG but without noise,
which provide accuracy to the method. During this process we
simply subtract the preceding Gaussian blurred image to the
next image. Third step is to determine keypixels. Finding
keypixels consist of locating the maxima/ minima in DoG
image by selecting the desired pixel P, and comparing it with
its nearest 26 pixels. We compare the illumination conditions
and the maximum and minimum pixels are calculated. The
points observed in this process are the approximated
maximum and minimum. As the maxima or minima never lies
exactly on the pixel. It lies somewhere between the pixels, so
we must locate its position mathematically. Then sub-pixel
maxima or minima are calculated by taylor expression [1], [6],
[7], of irisimage around Py. Taylor expression is given as:

oM T
oX

; 02M

M(P)=M +
() ox?

+ L p p
2

At this point we have a lot of keypixels as an output. Fourth
step is to remove the flat region. It will be then tested on
harris-corner detector [15], [16], [23], which will led to two
outputs (i.e. gradients). Then based on these values edge,
corner and flat region can be determined. An edge consist of
huge gradient (only perpendicular to edge) other will be small,
a corner consist of both gradient as big gradients. The flat
region consists of both small gradients. Since corner and edge
are invariant points we will consider only those points and
filter the flat points. Then we assign the orientations around
these keypixels. We have to collect gradient direction and
gradient magnitude around these keypixels. It can be
calculated using the formula:

(X, y) = (L(X+1, Y) — Lx=1, y)? +(L(%, y+1) - L(x, y-1))?

oo i (LG Y+ - L(X, Yy 1)
atey) = en ((L(xu,y)—Lx—Ly))j
Then a histogram is created by dividing 360° in 36 bars each
of 10° as shown in the figure 4a.
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Fifth step is to create SIFT feature with the generated
keypixels from last step. A 16x16 window is taken around the
keypixel and it is further divided into 4 x 4 windows. Within
all 4 x 4 window gradient magnitude and gradient orientation
are calculated. These are further kept in 8 bins histogram [0°-
45°], [45°-90°], [90°-1357], [135°-180°], [180°-2257], [225°-
270°], [270°-315"] and [315°-0°]. The amount added to the bin
equals to magnitude of gradient. The value in the bin can be
kept according to their original magnitude values. Then a
histogram is generated. The bar whose value is greater than
85% is taken as the keypixels. In the above diagram only four
points are taken, since the amount also depends upon distance
from the keypixel, thus the gradient far away from keypixel
will also be neglected. It can be better explained by Gaussian
Weighting Function.

Guaierr = (M(X, ¥) xq (X, ¥))* Hyeau

Where Gweient IS Gaussian Weighting Function and Huean is the 8-Bin
Histogram.
Sep I Fourier Transform of the Keypixels: - We have now
calculated the location of keypixels .The window size taken in
step 1is 16 at every keypixel whose center is at (X, y) with its
orientation (8) and magnitude m. The global frequency data
can be calculated by Fourier transform on the calculated
keypixels. Each descriptor around keypixel is calculated by the
complex equation as:
1 X+8 y+8 ,izp[%Jr'%"]
FKey — descriptor 256 nl:(zx_g) nzz(zy_l)(nl’ nz)e

Where

u>0and(x — 8) < u < (x+ 8),

v=0and (y - 8) <v<(y+8)
(u, v) are the phase component and other are the amplitude component. If we

take the window size as W then we can also get the generalized equation by
simply changing the numerals values.

This will give the output as in form of amplitude component
and phase component.

Sep I11: Pairing Using Phase-Only Correlation (POC) [22]: -
From previous step we get two output A; (u, v) and 6; (u, v) as
amplitude and Phase Component of the Fourier Transform of
i™ keypixel. The Phase-Only Correlation (POC) [22] function
determine the similarity between two keypixels by relating the
i™ coordinate with j™ coordinate in complex conjugate. It can
be calculated by two methods, first, by pairing the phase
information of i™ keypixel with j™ keypixel in the probe image
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using the POC function (Pg). POC function (Pg) is
completely inverse of the Fourier Keypixel Descriptor.

P(ij) = erydescri ptor

POC function gives a sharp spike at the similar texture
and similar keypixel region which is used to correct the
error present in SIFT. However, the spike height
deceases for the two dissimilar regions.

V. MATCHING ALGORITHMS

We have extracted the final keypixel from the iris specimen
and saved it in the database. During authentication we match
the pattern observed from the person with the existing pattern
stored during enrollment. The matching should be accurate
and effective with more FRR (False Rejection Ratio). We
choose Gromov-Hausdorff distance for our matching process.
Taking Euclidean isometrics Space in consideration Gromov-
Hausdorff measures the longest distance of a set to the
shortest point in the other set (Felix Hausdoroff, (1868-
1942)).

d,, (X,Y){Hausdoroff } = Max{ Min {Dis(x, y)}}

dis(x)eA" dis(y)eB
Where x and y are any point of cluster point set A and B,
and (x, y) is any metric between these points. Now in the
Gromov-Hausdorff distance we introduce the complex matric
space P and Q.
dgy (P, Q){Gromov — Hausdoroff } = ZDfiﬁ{dH (f(P),g(Q)}

Where f: P > Z and g: Q = Z are isometric distance into
metric space (Z, d).

This measures the minimum distance and match the exact
keypixel which is calculated after Fourier-SIFT.

V1. EXPERIMENTAL RESULTS

A. Databases and irisimages

We have taken the publicly available MMU [21] iris, the
non-cooperative iris image like CASIA-irisv3 [20] (al)
images. MMU [21] consist of a two group MMU1 and
MMU2, MMUL contains a total of 450 iris images of 90
different classes, the size of the image is 320240 in BMP
format.CASIA-irisV3 consist of different database section and
captured in the indoor environment. We have performed our
test on Lamp, interval and twins databases only. Most of the
images were taken in two sessions within an interval of one
month. It contains a total of 2655 images of 249 subjects of
both left and right eye. Each section contains different images
and different classes. The images of CASIA-irisV3 and MMUI
are showninfig. 6a.

Fig. 6aCASIA and MMU irisimage database samples.



B. Results

The results are obtained on the basis of comparison of the
results with the traditional SIFT and our new approach. The
false matching in SIFT was nearly 22-100 out of million
keypixels and the Fourier-SIFT is having only 4 out of
million, that also depend upon bad illumination condition and
bad quality (in 4™ or 5™ octaves). FRR of both the iris database
is nearly 0.00 %. The accuracy of Fourier-SIFT is more than
99.0 % (This shows the accuracy and efficiency of the
algorithm set).

TABLE |
ACCURACY, FRR, AND FAR (IN %) FOR CASIA-V3 AND MMU

CASIA-V3 MMU
FRR FAR ACC FRR | FAR ACC
SIFT 9.43 20.18 85.1 10.2 | 1311 90.2
Fourier-SIFT | 0.00 2.01 98.99 0.3 3.22 99.10

Table 1 shows the accuracy, FRR and FAR of two iris
database. The accuracy associated with CASIA v3 [20] was
85.1 % for SIFT and 98.99 % in Fourier-SIFT. Similarly in
MMU [21] also accuracy observed is more than 99% (i.e.
99.10%). Phase Only Correlation (POC) [22] distinguishes
between the same texture of the iris image and thus increasing
the efficiency. Accuracy is measured by taking the average of
FAR and FRR from 100.

The ROC (Receiver Operating Characteristics) [1], [11], 12]
curve of Fourier-SIFT is very less and hence more accurate.
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Fig.6b. Accuracy Graph Showing FA and FR for MMU iris database

The graph in fig. 6b shows the total acceptance of imposter
and genuine iris images and generated in matlab. The entire
database is rounded into 100 %. These shows only 40 false are
rejected out of 100% and less than 9 are wrongly accepted.
The matching algorithm is completely accurate and time
efficient. There was only 0.03% wrong match during
identification. These percentages consist of hardware (device)
error aso.

VII. CONCLUSION

We finally conclude that SIFT alone is not enough for
feature detection process because it is not precise in
illumination change. Our presented algorithm set performs
with accuracy more than 99%. The Fourier transformation of
SIFT increases the Phase-only correlation (POC) [22], which
helps in texture distinction. We have reform all limitations
present in the applied algorithm, which helps in the
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improvement of iris recognition with great accuracy of 99.9.
The similar approach was aso applied in IIT Delhi database
and produces 100% result.

The further improvement of the feature can be achieved by
applying Time Frequency Representation (TFR) in PCO. The
POC can be taken in 2-D and 3-D for better results. These
changes will only improve a little but only a little is required
for cent percent perfection.
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