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Abstract—Cognitive radio has emerged as intelligent wire- estimation and predictive modeling phase, which is disediss
less technology for solving the ever-growing demand of radi in section-ll. For improving the stability and reliabilitgf
spectrum.Cognitive radio is a context aware radio, capable the discovery and evaluation of the configuration capadsijt

of observing the channel and networks parameters and make . .
autonomously decisions on the best transceiver configurath. Without relying solely on the recent measurements [5], [8].

Cognitive radio can be made adaptive by utilizing intelligat this paper we propose ANFIS with Subtractive Clustering)(SC
software techniques. In this paper, we propose Subtractive based learning scheme for CR. In our previous work [6], we
Clustering with ANFIS based adaptive technique so that it weks  have proposed simple ANFIS based prediction and compared
intelligently to select particular radio configuration. The system i herformance with neural network based techniques of
considers different time zones and subtractive clusterings used . -

to assist ANFIS in selecting optimum number of rules and [5]. As a fgrther lmproverr_]ent,we have considered enhanced
membership function. The performance of this is seen to be ier ~ t€st conditions here.In this we reduce the fuzzy rules and
than the neural network and ANFIS scheme. membership function of ANFIS by using subtractive clustgri
Keywords- Cognitive radio (CR), spectrumhole, cognition cycle, technique and also enhance test condition by introducingso
ANFIS, subtractive clustering, extended scheme within a day as similar to [5].The performance of the SC-
ANFIS assisted CR is compared with variant Neural networks
based learning methods checked [5], [6].

As it is well known that, spectrum is scarce and verfollowing this introduction the remaining part of the paper
expensive.lt is controlled by regulatory bodies like FCC iis organized as under. Section Il, provides an overview of
USA, TRAI in India. In spite of high licensing fees thiscognitive radio and motivation for the work. Section I,
resource is presently under utilized.lt has been found thagscribes overview of subtractive clustering (SC) with ASIF
spectrum bands in the spectrum is unoccupied for some tigued its architecture. Section IV presents the simulatiodeho
and many frequency bands in the spectrum are only partiafty extended data rate prediction. Results and discussion i
occupied, whereas the remaining frequency bands are fieapilesented in section V.
used [1]-[4].Problem of under utilization of spectrum hed |
to use of new adaptive technology called Cognitive Radio I[1. COGNITIVE RADIO-AN OVERVIEW

(CR). .CR. attempts to solves problem by sensing the frequencyCognitive Radio was first introduced by Joseph Mitola [2]in
band in license users for free spectrum calpectrum hole

. his research work on reconfigurable Radios called SDR in
and allowing spectrum holes to be used by secondary

unlicensed user, without interfering the primary user [3], 599 [4]. [2], 4], [5]. The term, cognitive radio, is for-

For above solution CR has to be intelligent enough to mafgéa”y defmeq by Hykin [1]:a§ CR s an |_nteII|gent W'Fe'ess
communication system that is aware of its surrounding en-

the decision like human, and to transmit without obstructio . . .
. . . ... vironment (i.e., outside world), and uses the methodology
and adapt its status according to environmental conditions ; - )
: . . of understanding-by-building to learn from the environmen
In this work CR considers WLAN terminals as secondarg L i g
. . ; : . ; ) nd adapt its internal states to statistical variationsht t
users which behaves intelligently in selecting particuéatio . . L : . .
. : A . : incoming RF stimuli by making corresponding changes in
configuration by taking into the terminal operation statod a . . . .
. " . certain operating parameters (e.g., transmit-power,iesarr
environmental conditions. The CR has ability to operate . . . .
. : : . : rgquency, and modulation strategy) in real-time, with two
a particular radio configuration based on device status an o SR
. . o : primary objectives in mind:
environmental aspects including interference noise H], Ih ; i o
more general sense, the term radio configuration refers to @ Highly reliable communications whenever and wherever
chosen carrier frequency and a specific radio access technol needed _
ogy (RAT) but can be extended to include other operating® Efficient utilization of the radio spectrum.
parameters like transmit power, modulation type etc [5thia From above definition cognitive capability includes follow
paper we propose learning techniques to be imbibed in cthanimg keywords: awareness, intelligence, learning, adalfitab

I. INTRODUCTION



_< Enviromment C r—— called cognitive enging[5]. It includes learning, reasoning

Measurements Holes, and knowledge base. So paper concentrates on learning base
m g;;‘éi‘i“ in the channel estimation and predictive modeling phase, fo
) improving the stability and reliability of the discovery &n
Information . . . i .
; ‘ evaluation of the configuration capabilities as it is degct
C Ollﬁgll] Radio Scene H H i
aticin e in Figure.1. In Our previous work [6], we have shown how
Selection ANFIS can be used as learning technique to predict data rate.
il This paper presents SC-ANFIS learning technique to predict
, Interference, the data rate. So that SC-ANFIS based learning schemes may
o e facilitate the cogniti inal in making its decisioryagd-
e gnitive terminal in making its decisioryee
fRoéculﬁmmg Chamnel  state ing the configuration in which it should operate, selecting t
like Channel estimation and best among a set of candidate ones.
Capacity, Data Predictive
o Modeline I1l. SUBTRACTIVE CLUSTERING BASED ANFIS

ANFIS stands for Adaptive Neural Fuzzy Inference System.
It was introduced by Jang in 1993 [7], [8]. It combines best
futures of neural network and Fuzzy system. Neuro-fuzzy
- , systems harness the power of the two paradigms: fuzzy logic
Cogritivs Engine and ANNSs, by utilizing the mathematical properties of ANNs

[ Reasonine  |—— m—ro in tuning rule-based fuzzy systems that approximate the way

. base humans process information. ANFIS have many applications

g in many areas, such as function approximation, intelligent
control and time series prediction [7]-[9].Fuzzy Inferenc

system is Fuzzy model used to generate fuzzy If-then rules
based on Input and output pair. And neural networks methods
are used to train non linear membership functions parameter
and linear parameters of rules.In our previous work [6], we
have given detailed description of ANFIS architecture serng
reliability, and efficiency. Reconfigurability capability pro- work gives the explanations about subtractive clusteriog f
vided to CR by a platform known as software-defined radigNFIS.
[1], [2], [5], upon which a cognitive radio is built. SDR is
a convergence of technologies of digital radio with computé. Principles of Subtractive Clustering For Rules Selection.
software.The operation of CR is explained by considerirgg th |n a conventional fuzzy inference system, the number of
three tightly interconnected closed loop phases calleditiog rules is decided by an expert who is familiar with the target
cycle. Figure.1 depicts the simple three phases of Cognitigystem to be modeled. In ANFIS simulation, however, no
cycle and Cognitive Engine [1], [2], [5]. expert is available and the number of membership functions
Radio-scene analysid1]-[5]: during this phase different (MFs) assigned to each input variable is chosen empirically
radio configurations are probed to estimate the trafficsdtesi that is, by plotting the data sets and examining them viguall
of radio environment so as to detect of spectrum holes. Thesimply by trial and error. For data sets with more thanehre
traffic statistics is a measure of the sensed power in a pertaiputs, visualization techniques are not very effective arost
frequency band and channel capacity. A spectrum hole iofthe time we have to rely on trial and error. Generally, it
band of frequencies assigned to a primary user, but, atbbacomes very difficult to describe the rules manually in orde
particular time and specific geographic location, the bandto reach the precision needed with the minimized number of
not being utilized by that user. Membership Functions(MF), when the number of rules are
Channel estimation and predictive modeling:during which larger than 3. Therefore, an automatic model identification
the capabilities of configurations are discovered (disppvemethod becomes a must, which is often realized by means

Fig. 1. Cognitive cycle and Engine

process) and accordingly assessed, based on the meastgeréna training set of input-output pairsix;y;},i = [l..n
of the previous phase; moreover, past experience and kno@#01[7], [8], [10], [11].
edge can be exploited in this phase [1], [Elonfiguration The subtractive clustering algorithm is an attractive

selection:during which the transmitter sends the desired signapproach to the synthesis of ANFIS networks, which

by means of the best. radio configuration (RAT, frequencgstimates the cluster number and its cluster location
modulation, transmit power, data rate etc.), as it derivesif automatically. In subtractive clustering algorithm, each

the information of the previous two phases. The approasample point is seen as a potential cluster center. By using
that is adopted here is that a cognitive radio results frothis method computation time becomes linearly proporfiona

the enhancement of a software radio with cognitive captr data size, but independent of the dimension problem under
bilities. Following above operations are embedded in emgiconsideration [6], [8], [10]. Considering that the samplesd



in defining a model is a set of n data poins;, z...z, } _ ]
in an M-dimension space. Assuming all data points are = ? b

normalized to map within hypercube space, as every data is
a candidate for determining cluster center. As a result, the
density indexD; corresponding to data; is defined by

Subtractive clustering - (Input and target data rate)

Dy = Z exp{_M} 1) o
= (va/2)”

In (1),y, radius is a positive constant. Obviously, if specific
data pointz; has many neighboring data points then, it has
high density value.The radiys gives the adjacent domain
of z;. Thus,those data beyong, have slight contribution
to D;. After density measure of each data point has been
calculated,the data point with the highest density measure
then selected as the first cluster center and denoted..as Fig. 2. SC-ANFIS model for prediction
and corresponding density is denoted as inflex.Then , the
density of every data is recalculated as equation (2).

Time window of 8 slots are considered. Here smoothing
; 1} (2) factor for time windowyx = .7 accordingly weightsg;
(Va/2) [5] change. Here it is assumed that the day is divided
In(2),y is positive constant,which generally givengs1.5y, in four equal time zones as follows :06:0(2:00, 12:00
[8], [11]. By(2),the data points near the first cluster cente18:00, 18:0024:00 and 00:0006:00. In each of these time
z.1 will have significantly reduced;, which makes points zones a different mean value,. is observed, let them be
unlikely to be selected as the next cluster center. Hgre Set equal to 24, 6, 36 and 48 Mbps for each of the four
defines a neighborhood that has measurable reductionstifie zones, respectively; this might reveal for instance th
density measure.After the density measure of each data p&xistence of high load situation during the mid working
is recalculated, next cluster centes, is selected and all of the day. Since dimension of the problem is increased to 8, so
densiw measures for data points are revised again_Thi}Epso conventional ANFIS is not used to predict the data rate,
will be terminated until the density index of all remindeecause it generates huge rules which cannot be handled
data is less than the given threshold. By using the subgeactPy the simulation environment. Only faster method based
cluster algorithm, the cluster center of all data is found o@n subtractive clustering is used to generate FIS. SC-based
[8], []_O]' [11] Then the number of subtractive centers ap@NF|S has abl'lty remove redundant rules and give best
used to generate automatic membership functions and rfiterules which determine the prediction. ANIFS model for
base, as well as the location of membership function withff@ining is shown in Figure.2.
dimensions.

2
D = D; — {D¢1 * exp{—iH i |

IV. SC-ANFIS BASED EXTENDED DATA RATE V. RESULTS AND DISCUSSION

PREDICTION - .
RMSE, Prediction accuracy are used as performance in-

A. Preparation Procedure dex. Four time zone predictions are done with SC-ANFIS.
We assume that the ANFIS based scheme is tuned Ror each zone 1000 training data points are taken and 100
arbitrary radio configuration e.g. WLAN 802.11a/g andlata points are used for testing and validation. In testing
its capabilities need to be discovered. The SC-ANFI&se, simulation is carried out for 500 epochs.Trial andrerr
based scheme is to predict data rate that is obtained mgthod indicate t is found that Subtractive clustering maéth
the configuration being under investigation. We follow thwith radius of influence 0.8 gives best result.By Subtractiv
algorithm presented in [5], to prepare input and targete/aluclustering automatically, required number of Gaussian mem
In our previous work [6] data rate prediction was considerdzership functions (MF) are generated more detail is found
for whole day. To increase complexity time zone factor i [8], [10], [11]. For four time zone results are tabulated
introduced. Day is divided into four time zones and durinmp Table.l. Figure.3 to Figure.7 present detailed plot ofsMF
each of them the configuration in question is associated whkefore training and after training, error curves and prtiatic
mean, most usually observed data rate value, which is dénoéecuracy respectively. Various neural network methodslies
asm., € M. Mean value enhances the learning scheme witlie presented in Table.1, which are used in [2]. It can be
feature of past experience. Detailed procedure to prepatee dseen that prediction accuracy very high as compared to heura
rate time series considering time zone parameter and targetwork. If the rules criteria are allowed to have maximum,
valuer?‘” found in [5]. than ANFIS has infinite prediction ability as mentioned in



reference [8], [10], [11].Number rules used for trained ASF
are 6. And prediction accuracy for all four time zones is a&bo\

90 percentages. st%ﬁ .
2 Ertor Curves i —
S ]
m — RMSEtm
ki — RMSEvali ; e
£ 009 8
o 2
(0} : :
c 0.08 g B
H !
E El’g
*g 0.07 )

©
: ;
% 0.06
p
4

0.05
Fig. 5. Membership functions after training FIS
0'040 5 100 150 200 250 300 350 400 450 500 testing
Epochs B a e ; . ; : —
1 | ﬁ J —&— ANFIS output
Fig. 3. RMSE curves after Training and Validation 50t ol o 4 jm - ke- targft value ]
st N ]

reference bit rate

@
1 pinFeiusteftiustafiusiafiosterd H !
0s /'._//“/”.x"::\_ ] _ /7‘.-7"’ [ - # &) 1 I B o 4
e B o= 10 20 30 40 50 60 70 80 90 100
0 0.5 1 0 0.5 1 training Data set

in7

Degee of memiieshae of memifidesinie of memiideghnie of membersk
o o
P

L1l /e
Degee of memiideghige of memifidesinie of meniidesiie of mer&)ersl‘
3

Fig. 6. Prediction Accuracy of SC-ANFIS in Training
Fig. 4. Membership functions before Training FIS

Best case is third case, in which RMSE error differenggetwork (FTDNN) which are considered good for time
is 0.0120 and prediction accuracy in case training argries prediction also doesnt perform well ,as compared to
validation are 94 and 93 percentage. And this meth®@CANFIS. Similarly if more complexity is increased by
provides faster training than NNs methods. Since number @nsidering frame rate, environmental conditions .etcvabo
tunable parameters compared to neural network are less,ng@ral network methods are not suitable. So ANFIS based
it would make easy to be implemented in Hardware. Fromethod will be more suitable in learning process of cogeitiv
Table.1 it is seen feed forward (FF) neural network withadio. ANFIS method can be used to imbibe intelligence in

2 layers gave PA of 92 and 88 percentage in testing apgkdiction and modeling phase of cognition cycle.
validation and RMSE error difference of 0.0820.But number

of tunable parameters are 218. Similarly if the number of

hidden layers is increased complexity increases and legrni VI. CONCLUSION

process becomes slow and network also learns irrelevanPaper presents the ANFIS based data rate prediction for
details. ElIman recurrent network and focused time del&@R in learning with extended parameter as time zone. Paper



TABLE |

PERFORMANCE INDEX OF SC- ANFIS AND NN TECHNIQUES

Technique | Hidden | Hidden | Rules| RMSE,,.,, | RMSE,,; | RMSE,,.,,— | Total Tunable| Prediction Prediction
node Layer RMSE,; 4 parameters | in Training | in Validation
ANFIS-SC - 5 12 0.0236 0.1230 0.0994 158 94 89
ANFIS-SC - 5 6 0.0328 0.1180 0.0852 150 97 91
ANFIS-SC - 5 6 0.0573 0.0693 0.0120 175 94 93
ANFIS-SC - 5 32 0.0118 0.2007 0.1889 850 100 88
FF 15 1 - 0.1115 0.1646 0.0531 158 84 77
ELMN NN 15 1 - 0.1225 0.1011 0.0124 383 76 73
FTDNN 10 1 - 0.0637 0.5947 0.5310 158 85 78
FF 10-10 2 - 0.903 0.1516 0.0613 218 92 88
FF 8-10-10 3 - 0.0642 0.1462 0.0820 300 83 82
validation techniqgue must be tuned predict all these capability oforadi
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Fig. 7. Prediction Accuracy of SC-ANFIS in Validation

(6]
explores various types of previously used NNs methodsm
Here indirectly capability of radio configuration is estit@ad.

CR needs learning techniques to act as intelligent radié’)
So our paper bring in SC-ANFIS as learning technique in
channel estimation stage of cognitive radio to predict thé®l
Data rate of particular radio configuration. By predictiregal
rate of particular radio configuration proposed ANFIS based
techniqgue may facilitate the cognitive terminal in makingLo]
its decision regarding the configuration in which it should

operate, selecting the best among a set of candidate ones.

This technique provides superior performance compared [1d]
previous neural network method in terms of RMSE error
and prediction accuracy. Proposed ANFIS based technique
was successful in only prediction of data rate capability of
a specific radio configuration. Capability radio configurati

not only depends on data rate, it may include different acces
technology, modulation type, frame rate etc. So ANFIS based

configuration. In extended case only time zone parameter is
included but practical situation environmental condii@iso

affect data rate and other radio capabilities. Problem rhast
formulised to include other parameters which affect date. ra
The prediction was based on assumed scenario but to validate
. and check the robustness of ANFIS more realistic time series
@ : must be considered for training.
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