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Abstract—The accurate classification of static hand gestures is
a vital role to develop a hand gesture recognition system which is
used for human-computer interaction (HCI) and for human alter-
native and augmentative communication (HAAC) application. A
vision-based static hand gesture recognition algorithm consists of
three stages: preprocessing, feature extraction and classification.
The preprocessing stage involves following three sub-stages:
segmentation which segments hand region from its background
images using a histogram based thresholding algorithm and
transforms into binary silhouette; rotation that rotates segmented
gesture to make the algorithm, rotation invariant; filtering that
effectively removes background noise and object noise from
binary image by morphological filtering technique. To obtain
a rotation invariant gesture image, a novel technique is proposed
in this paper by coinciding the 1

st principal component of the
segmented hand gestures with vertical axes. A localized contour
sequence (LCS) based feature is used here to classify the hand
gestures. A k-mean based radial basis function neural network
(RBFNN) is also proposed here for classification of hand gestures
from LCS based feature set. The experiment is conducted on
500 train images and 500 test images of 25 class grayscale static
hand gesture image dataset of Danish/international sign language
hand alphabet. The proposed method performs with 99.6%
classification accuracy which is better than earlier reported
technique.

Index Terms—Localized Contour Sequence (LCS), Morpholog-
ical filter, Multiple Layer Perceptron Back Propagation Neural
Network (MLPBPNN), Radial Basis Function Neural Network
(RBFNN), Sign Language.

I. INTRODUCTION

In the present day scenario of intelligent computing, an

efficient human-computer interaction (HCI), human alterna-

tive and augmentative communication (HAAC) are assuming

supreme importance in our daily lives. Proper design of gesture

recognition algorithm have focused in developing advanced

hand gesture interfaces resulting in successful applications like

robotics, assistive systems, sign language communication and

virtual reality [1]. Generally, gestures can be classified into

static gestures [2-4], and dynamic gestures [5-7]. Static ges-

tures are usually described in terms of hand shapes or poses,

and dynamic gestures are generally described according to

hand movements. However, static gestures can convey certain

meanings and some time act as specific transitions state in

dynamic gestures. Therefore, the static gestures recognition is

one of the important topics for gesture recognition researches.

For HCI and other application, the sensing techniques which

have used in static hand gesture recognition algorithm have

been divided mostly into vision-based techniques [1-11] and

glove-based techniques [12-13]. The glove-based techniques

utilize sensors to measure the joint angles, the positions of the

fingers and the position of the hand in real-time [13]. However,

gloves tend to be quite expensive and the weights of the

glove and the cables of the associated measuring equipment

hamper free movement of the hand. Vision-based techniques

have been used one or more cameras to capture the images

where gestures are performed by user. The general approach

to vision based gesture recognition system can be based on

2D models like the image contour and the shape. A large

number of literatures [2-4] are reported by the researchers for

recognition of static hand gestures. Few of them [2], [4] used

scale and rotation invariant feature set. However, development

of significant feature set and accurate classification techniques

are still being challenging task for static hand gesture recog-

nition system. In a recent work [14], authors reported a static

hand gesture recognition technique based on localized contour

sequence(LCS) feature set and classification techniques via

linear and non-linear alignment. Since, in real time experiment,

the images are captured by camera from different positions

and angle, the extracted feature set which are input to the

classifier is to be rotation invariant. Therefore, if the numbers

of test images or classes are very large in real time situation,

the methodology adopted in [14] may not be suitable for static

hand gesture recognition system.

Classifier plays an important role in the hand gesture recog-

nition system. A variety of methods [2], [10], [14] have been

reported for the classification of hand gesture. However neural

network (NN)[15] is widely used as a classifier because (i) it

can be used to generate likelihood-like scores that are dis-

criminative in the state level; (ii) it can be easily implemented



in hardware platform for its simple structure; (iii) it has the

ability to approximate functions and automatic similarity based

generalization property; (iv) complex class distributed features

can be easily mapped by NN.

In this paper, a k-mean based radial basis function neural

network (RBFNN) classifier is proposed for classification

of static hand gesture images. Radial basis function neural

network (RBFNN)[21] is most popular neural network(NN)

because (i) its architecture is very simple, only one hidden

layer consist between input and output layer; (ii) in hidden

layer localised radial basis function are used to nonlinear

transform of feature vector from input space to hidden space;

(iii) sensitivity of the hidden neuron is tuned by adjusting

spread factor of basis function; (iv) this network is faster and

free from local minima problem etc. In this work, the accurate

centres of the RBFNN are choosed using k-mean clustering

algorithm and the direction of 1st principal component of the

segmented hand gesture is used to make it rotation invariant.

The localized contour sequence (LCS) which is rotation, scale

and position invariant, is used as a feature set of the hand

gesture for accurate classification. The proposed algorithm

recognizes 25 static hand gesture images of the bare hands

with 99.60 percent accuracy which is better than earlier re-

ported multilayer perceptron backpropagation neural network

(MLPBPNN) based technique [4].

The rest of the paper is organized as follows: Section

II describes the details of the proposed gesture recognition

algorithm. Experimental results are discussed in Section III

and Section IV concludes the paper.

II. METHODOLOGY

The proposed static hand gesture recognition algorithm con-

sists of three following stage: preprocessing, feature extraction

and classification. The flowchart of the proposed algorithm is

given in Fig. 1
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Fig. 1: Operational flowchart of proposed static hand gesture

recognition algorithm

A. Preprocessing

Preprocessing of input gesture has been done through three

operations: segmentation, rotation and morphological filter.

1) Segmentation: The objective of gesture segmentation is

to extract the gesture region from the background of the image.

The Otsu segmentation algorithm [16] is applied in this work.

The segmentation results are shown in Fig. 2. The algorithm

treats the segmentation of a gray scale image as a binary

classification problem. Using a threshold T , the L gray levels

image is segmented in two classes Ω0 = {1, 2, . . . , T}; and

Ω1 = {T + 1, T + 2, . . . , L}. The optimum threshold T ∗ is

determined as that value of T for which maximizes the ratio

between-class variance σ2
B to the total variance σ2

T . If the

number of pixels at ith gray level is ni and the total number

of pixels is N, then, for a given T , the between class variance

and the total variance are defined and computed as follows:

σ2
B = ω0(µ0 − µT )

2 + ω1(µ1 − µT )
2

σ2
T =

L
∑

i=1

(i− µT )
2Pi

where

ω0 =
T
∑

i=1

Pi,ω1 =
L
∑

i=T+1

Pi

µ0 =
T
∑

i=1

(iPi)/ω0, µ1 =
L
∑

i=T+1

(iPi)/ω1

µT =
L
∑

i=1

(iP )

Pi = ni/N,

(

Pi ≥ 0and
L
∑

i=1

Pi = 1

)

Typically, the entire histogram is scanned to find the opti-

mum threshold T.

Fig. 2: The original and segmented hand gesture of‘A’and ‘B’

2) Rotation: In this block,segmented hand gesture is being

rorated to make it rotation invariant.That is done by coinciding

1st principal axes of the segmented hand gesture with vertical

axes. The rotation is peformed by following steps:

Step 1: Find the direction of 1st principal axes of segmented

hand gesture.

Step 2: Find the rotation angle between the 1st principal axes

of the segmented hand gesture and vertical axes.

Step 3: Rotate the segmented hand gesture,so that 1st principal

axes of the segmented hand gesture coinside with vertical axes.

Fig. 3 shows the result of segmented and rotated hand gestures.

3) Morphological filtering: A morphological filtering [17]

approach was developed to obtain a smooth, closed, and

complete contour of a gesture by using a sequence of dilation

and erosion operations. In general, the dilation and erosion

operations on a binary image P and with a structuring element



Fig. 3: Segmented and rotated hand gesture of‘A’and ‘B’

Q are defined as follows.

Dilation: If P and Q are sets in the 2-D integer space Z2;

x = (x1, x2) and φ is the empty set, then, the dilation of P
by Q is

P ⊕Q = {x | (Q̂)x ∩ P 6= φ}

where, Q̂ is the reflection of Q. Dilation consists of obtaining

the reflection of Q about its origin and then shifting this

reflection by x. The dilation of P by Q is the set of all

x displacements such that Q̂ and P overlap by at least

one nonzero element. Set Q is commonly referred to as the

structuring element.

Erosion: The erosion of P by Q is

P ⊗Q = {x | (Q)x ⊆ P}

it indicates that the erosion of P by Q is the set of all points

x such that Q, translated by x, is contained in P . Note that

dilation expands an image and erosion shrinks it.

Opening: The opening of set P by structuring element Q is

P ◦Q = (P ⊗Q)⊕Q

thus, the opening of P by Q is simply the erosion of P by Q
followed by a dilation of the result by Q. Opening generally

smoothes the contour of an image, breaks narrow isthmuses,

and eliminates thin protrusions.

Closing: The closing of set P by structuring element Q is

P •Q = (P ⊕Q)⊗Q

this says that the closing of P by Q is simply the dilation of

P by Q followed by the erosion of the result by Q. Closing

also tends to smooth sections of contour but, as opposed to

opening, it generally fuses narrow breaks and long thin gulfs,

eliminates small holes, and fills gaps in the contour. Fig. 4

shows the result of morphological filtering.

Fig. 4: Original, Segmented and Rotated and Filtered static

hand gesture of‘A’and ‘B’

B. Feature Extraction

The shape of the contour is an important property that can

be used to distinguish of the static hand gestures from one class

to another. The localized contour sequence (LCS), which has

been confirmed to be a very efficient representation of contours

[18], is selected as a feature set of the hand gesture. A well

established canny edge detector [19] used to detect the edge of

preprocessed hand gesture. Detected edge of the preprocessed

gestures are shown in Fig. 6. A contour tracking algorithm is

proposed to track the contour of a gesture in the clockwise

direction and the contour pixels are numbered sequentially

starting from the topmost left contour pixel. The steps of the

proposed contour tracking algorithm are given bellow:

Step 1: Scan the image from top to bottom and left to right

to find first contour pixel marked as P1(i, j). Then record

position of P1 into x and y arrays, respectively, i.e., x[1] = i
and y[1] = j and set i1 = 0, i2 = 0, j1 = 0, j2 = 0 and search

next contour pixel.

Step 2: To scan clockwise direction searching PJ sequences

are PJ(i, j − 1), PJ (i − 1, j − 1), PJ (i − 1, j), PJ (i − 1, j +
1), PJ (i, j+1), PJ (i+1, j+1), PJ (i+1, j) and PJ(i+1, j−1)
respectively. where J = 2, 3, 4, . . . , N . and N is total number

of detected contour pixel.

Step 3: Scan clockwise until the next pixel value PJ = 1.

Step 4: If PJ = 1, position of PJ 6= (i1, j1) and position of

PJ 6= (i2, j2), Store position of PJ into x and y arrays and set

(i, j) = position of PJ . When J > 3 set (i1, j1) = position

of PJ−1 and (i2, j2) = position of PJ−2.

Step 5: If step 4 become false then set x[J ] = x[J−1], y[J ] =
y[J − 1], (i, j) = position of PJ−1, (i1, j1) = position of PJ

and (i2, j2) = position of PJ−2.

Step 6: Repeat steps 2 to 5 until position of PJ = position of

P1.

By computing proposed contour tracking algorithm, the po-

sition of all contour pixel is stored into x and y arrays.

If hi = (xi, yi), i = 1, 2 . . . , N is the ith contour pixel

in the sequence of N ordered contour pixels of a gesture.

The ith sample h(i) of the LCS of the gesture is obtained

by computing the perpendicular Euclidean distance between

hi and the chord connecting the end-points h[i−(w−1)/2] and

h[i−(w−1)/2] of a window of size w boundary pixels (w odd)

centered on hi. That is

h (i) = |ui/vi| ,

where

ui = xi[yi−(w−1)/2 − yi+(w−1)/2]
+yi[xi+(w−1)/2 − xi−(w−1)/2]
+ [yi+(w−1)/2][xi−(w−1)/2]
−[yi−(w−1)/2][xi+(w−1)/2],

and

vi = [(yi−(w−1)/2 − yi+(w−1)/2)
2

+(xi−(w−1)/2 − xi+(w−1)/2)
2]1/2

The computation of h(i) is illustrated in Fig. 5.



Fig. 5: Computation of the samples of the LCS.

The LCS [14] has the following important properties:

a) The LCS is not limited by shape complexity and it is,

therefore, appropriate for gestures which typically have convex

and concave contours.

b) The LCS has been used to robustly represent partial

contours. Therefore, the representation of the visible part of

the gesture will not be affected for a part of the gesture is

obscured.

c) No derivative operation was involved during computations;

therefore the representation is quite robust with respect to

contour noise (random variations in the contour).

d) The amplitudes of the samples of the localized contour

sequence proportionally increasing with w. An increase in the

amplitudes has enhanced the signal-to-noise ratio for a fixed

contour noise level.

LCSs were normalized by setting duration equal to 150 and

standard deviation equal to unity. Fig. 6 shows the LCSs of A

and B using w = 45.

Fig. 6: Detected edge and normalized LCSs of gesture ‘A’ and

‘B’.

C. Classification

Having computed all the above stages, successfully ex-

tracted a normalized LCS feature vector of the static hand

gesture. The classification job is done via k-mean based radial

basis function neural network (RBFNN). Radial basis function

neural network (RBFNN) is widely used in pattern recognition

tasks for its fast learning algorithms. The centers and spread

factor of the radial basis function are important parameter of

RBFNN. Several methods have been used to find the centers of

the RBFNN. In this paper, we proposed a k-means clustering

based approach to determine the centers of the RBFNN. Our

proposed approach is as follow:

Step 1: Set value of m = total number of training classes and

i = 1.

Step 2: Take Di ,the data of ith class.

Step 3: Set value of k = number of clusters in Di.

Step 4: Assign initial centroid of each cluster by selecting

randomly k number of samples from data Di or first k number

of samples from data Di.

Step 5: Take each sample of data Di and compute its euclidean

distant from centroid of each of the cluster and assign to the

cluster with the nearest centroid.

Step 6: Compute the centroid of each cluster.

Step 7: Repeat step 5 to step 6 until centroid of the each cluster

don’t change.

Step 8: Store k number of centroid as centers of RBFNN in

ith iteration and increase i by 1.

Step 9: Repeat step 2 to step 8 until i <= m.

III. EXPERIMENT RESULTS AND DISCUSSION

The static hand gesture dataset [20] of Danish/international

sign language hand alphabet shown in Fig. 7. It consists 1000

grayscale images of 25 gesture, 40 sample each class with

spatial resolution (256 × 248) pixel. The dataset is equally

split into training and testing set. Training dataset is used to

train the network. However testing set is used for test the

performance.

Fig. 7: Danish/international sign language hand alphabets

The performance of the gesture recognition algorithm is

evaluated on the basis of its ability to correctly classify

samples to their corresponding classes. The recognition rate

can be defined as the ratio of the number of correctly classified

samples to the total number of samples.

Recognition rate =
Number of corectly classified signs

Total number of signs
×100%

For single hidden layer MLPBPNN [21] classifier, the param-

eters, (goal of mean square error (MSE) =0.0015, learning



rate=0.5 and moment 0.9), were used to evaluate performance

of gesture recognition algorithm using LCS feature. Variation

of hand gesture recognition accuracy with numbers of hidden

nodes is shown in Fig. 8. The figure shows the recognition

efficiency reach into 99.4% when number of hidden node is

350.
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Fig. 8: The variation of recognition efficiency with respect to

number of hidden nodes.

Performance evolution of proposed recognition algorithm

is done via k-mean based RBFNN classifier. In this classifier

150 centre nodes were chosen by k-mean clustering algorithm.

Fig. 9 shows the performance of gesture recognition for

different spread factor. With k-mean based RBFNN classifier,

the proposed technique achieves 99.6% recognition accuracy

when spread factor is 5.5. The confusion matrix for test dataset

using k-mean based RBFNN classifier with spread factor 5.5

is shown in Table 1.
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Fig. 9: The variation of recognition efficiency for different

spread factors.

The analysis of confutation matrix conformation reveals

the results where gestures are sources of error. For example

from the Table 1 we have seen that one class D and class E

gesture have been misclassified and shifted to R and S class

respectively.

IV. CONCLUSION

A novel static hand gesture recognition algorithm which

overcomes the challenges (such as rotation, size and position

variation of the images) for detection of hand gesture images,

is developed in this work. To obtain a rotation invariant

gesture image, this work proposes a technique that coincides

the 1st principal component of the segmented hand gestures

with vertical axes. The localized contour sequence feature

which is position invarient, is normalised to overcome size

variation of the hand gesture images. In this work, K-mean

based RBF neural network is also proposed as a classifier

for recognition of hand alphabets from static hand gesture

images. The proposed k-mean based RBF neural network

yields 99.6% accuracy for classification of 500 gesture image

database and shows better performance compared to MLP-BP

Neural Network as reported in earlier research work.
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TABLE I: Confusion matrix for RBFNN classifier

A AE B C D E F G H I K L M N O P Q R S T U V W X Y

A 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AE 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

C 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

D 0 0 0 0 19 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

E 0 0 0 0 0 19 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

F 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

G 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

H 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

I 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

K 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0

L 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0

M 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0

N 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0 0

O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0 0

P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0 0

Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0

R 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0

S 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0

T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0

U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0

V 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0

W 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0

X 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0

Y 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20


