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Abstract—Often, moving object detection in a video sequence has been achieved a variant of temporal segmentation methods. For slow moving video objects, a temporal segmentation method fails to detect the objects. In this paper, we propose a Markov random Field (MRF) model based scheme to detect slow movements in a video sequence. The proposed scheme is a combination of a proposed spatio-temporal segmentation scheme and temporal segmentation method. A compound MRF model is used in spatio-temporal framework. In this framework, the a priori distribution is MRF and this takes care of spatial distribution of current frame, temporal frames and the Change Detection Masks (CDM) of the temporal frames. The spatio-temporal segmentation problem is formulated as a pixel labeling problem in Maximum a posteriori (MAP) framework. The MAP estimates are obtained using a hybrid algorithm. These estimated labels are used to obtain the Video Object Plane (VOP) and hence the detection of objects. The results are compared with joint segmentation scheme (JSEG). Results presented demonstrate that the proposed scheme with CDM model could detect slow moving video objects.

I. INTRODUCTION

There has been a growing research interest in video image segmentation over the past decade and towards this end, a wide variety of methodologies have been developed [1]-[4]. The video segmentation methodologies have extensively used stochastic image models, particularly Markov Random Field (MRF) model, as the model for video sequences [5]-[7]. MRF model has proved to be an effective stochastic model for image segmentation [8]-[10] because of its attribute to model context dependent entities such as image pixels and correlated features. In Video segmentation, besides spatial modeling and constraints, temporal constraints are also added to devise spatio-temporal image segmentation schemes. An adaptive clustering algorithm has been reported [5] where temporal constraints and temporal local density have been adopted for smooth transition of segmentation from frame to frame. Spatio-temporal segmentation has also been applied to image sequences [11] with different filtering techniques. Extraction of moving object and tracking of the same has been achieved in spatio-temporal framework [12] with Genetic algorithm serving as the optimization tool for image segmentation. Recently, MRF model has been used to model spatial entities in each frame [12] and Distributed Genetic algorithm (DGA) has been used to obtain segmentation. Modified version of DGA has been proposed [6] to obtain segmentation of video sequences in spatio-temporal framework. Besides, video segmentation and foreground subtraction has been achieved using the spatio-temporal notion [13]-[14] where the spatial model is the Gibbs Markov Random Field and the temporal changes are modeled by mixture of Gaussian distributions. Very recently, automatic segmentation algorithm of foreground objects in video sequence segmentation has been proposed [15]. In this approach, first region based motion segmentation algorithm is proposed and thereafter the labels of the pixels are estimated. A compound MRF model based segmentation scheme has been proposed in spatio-temporal framework [18]. The problem of extraction of moving target from the background has been investigated [19] where adaptive thresholding based scheme has been employed to segment the images.

In this paper, we propose a scheme to detect slowly moving objects in a video sequence. The movement could be slow enough to be missed by different existing temporal segmentation. A spatio-temporal scheme is proposed to obtain spatial segmentation of a given frame and, in the sequel, use the same results for temporal segmentation. The spatio-temporal scheme is formulated as a pixel labeling problem and the pixel labels are estimated using MAP criterion. MRF model is used to model the label process. In this model the prior distribution takes into account the spatial distribution of a given frame, interactions in a temporal direction, edge maps in temporal direction. The edge maps helps in preserving the edges of the moving objects. In order to detect slow movement we take in to account the changes in the different frames, slow moments in a video could be obtained. In spatio-temporal framework, observed frame is viewed as a degradation of the label process. This degradation of the label process is assumed to be Gaussian. The spatio-temporal segmentation results thus obtained are used to obtain temporal segmentation, which in turn used to construct the video objects plane and hence detection of objects. The MRF model parameters have been selected on trial and error basis. It is found that spatial segmentation for every frame of the sequence is computationally intensive. In order to reduce the
computational burden, we obtain the spatial segmentation of the initial frame and use it as the initial one for the next frame. ICM (Iterative Conditional Mode) algorithm is used to obtain these spatial segmentation of the next frame. The spatial segmentation, thus obtained is used as the initial one for the subsequent frames. The proposed scheme has been tested for a wide variety of sequences and it is observed that the model incorporating changes could detect the slow moving objects successfully. The ground truth image constructed manually. The results obtained by the proposed method are compared with the JSEG [17] method and it is found that the proposed method outperformed JSEG in terms of misclassification error.

II. SPATIO TEMPORAL IMAGE MODELING AND MOVING OBJECT DETECTION

In the proposed scheme moving objects are determined as follows. In a given frame, the segmentation is obtained using spatio-temporal framework. The segmentation problem is formulated as a pixel labeling problem. The pixel labels obtained from spatio-temporal segmentation are used to obtain the temporal segmentation. Subsequently, the temporal segmentation thus obtained is used to obtain the Video Object plane (VOP). The VOP represents the moving object of the given scene or video frame.

A. Spatio-temporal Image Modeling

Let the observed video sequences \( y \) be considered to be 3-D volume consisting of spatio-temporal image frames. For video, at a given time \( t \), \( y_t \) represents the image at time \( t \) and hence \( y_t \) is a spatial entity. Each pixel in \( y_t \) is a site \( s \) denoted by \( y_{st} \) and hence \( y_{st} \) refers to a spatio-temporal representation of the 3-D video sequences.

Let \( x \) denote the segmented video sequences and \( x_t \) denote the segmentation of each video frame \( y_t \). Instead of modeling the video as a 3-D model we adhere to a spatio-temporal modeling. We model \( X_t \) as a Markov random Field Model and the temporal pixels are also modeled as MRF. We model \( X_t \) as Markov Random Field model. The a priori distribution takes care of the spatial model of \( X_t \), the temporal modeling taking care of \( X_t \), \( X_{t-1} \) and \( X_{t-2} \) for second order, edge feature modeling in temporal directions. In order to detect slow changes of the object position, we also incorporate the change model into account. We compute the changes from consecutive changes frames and the changes are also incorporated in the a priori model. We compute the changes finding out the change detection mask. In order to preserve the edge features, another MRF model is considered for the pixel of the current frame \( X_{st} \) and the line fields of \( X_{s,t-1} \) and \( X_{s,t-2} \).

Thus, four MRF models are used as the spatio-temporal image model. The two temporal direction MRF models are shown in Fig. 1. (a) and (b). Fig.1 (a) correspond to the interaction of pixel \( x_{st} \) with the corresponding pixels of \( x_{s,t-1} \) and \( x_{s,t-2} \) respectively. The MRF model taking care of changes in temporal directions of frame \( x_{t-1} \) and \( x_{t-2} \) together with \( x_t \) are modeled as MRF. It is known that if \( X_t \) is MRF then, it satisfies the markovianity property in spatial direction

\[
P \left( X_{st} = x_{st} \mid X_{pq} = x_{pq}, \forall q \in S, s \neq q \right) = P \left( X_{st} = x_{st} \mid X_{pq} = x_{pq}, (q, t) \in \eta_{s,t} \right)
\]

where \( \eta_{st} \) denotes the neighborhood of \((s, t) \) and \( S \) denotes spatial Lattice of the frame \( X_t \). For temporal MRF, the following Markovianity is satisfied

\[
P \left( X_{st} = x_{st} \mid X_{pq} = x_{pq}, q \neq t, p \neq s, \forall (s, t) \in V \right) = P \left( X_{st} = x_{st} \mid X_{pq} = x_{pq}, (p, q) \in \eta_{s,t} \right)
\]

where \( V \) denotes the 3-D volume of the video sequence. In spatial domain \( X_t \) is modeled as MRF and hence the prior probability \( p(X_t) \) can be expressed as Gibb’s distributed which can be expressed as

\[
P(X_t) = \frac{1}{z} e^{-U(X_t) \frac{1}{T}}
\]

where \( z \) is the partition function which is expressed as

\[
z = \sum_x e^{-U(x)}
\]

\( U(x) \) is the energy function and expressed as \( U(x) = \sum_{x \in t} V_r(x), \) and \( V_r(x) \) denotes the clique potential function, \( T \) denotes the temperature and is considered to be unity.

We have considered the following clique potential function.

\[
V_c(x) = \begin{cases} + \alpha, & \text{if } x_{st} \neq x_{st} \text{ and } (s, t), (p, t) \in S \\ - \alpha, & \text{if } x_{st} = x_{st} \text{ and } (s, t), (p, t) \in S 
\end{cases}
\]

Analogously in the temporal direction

\[
V_{st}(x) = \begin{cases} + \beta, & \text{if } x_{st} \neq x_{st} \text{ and } (s, t), (q, t-1) \in S \\ - \beta, & \text{if } x_{st} = x_{st} \text{ and } (s, t), (q, t-1) \in S 
\end{cases}
\]

\[
V_{st}(x) = \begin{cases} + \gamma, & \text{if } x_{st} \neq x_{st} \text{ and } (s, t), (e, t-1) \in S \\ - \gamma, & \text{if } x_{st} = x_{st} \text{ and } (s, t), (e, t-1) \in S 
\end{cases}
\]

For the change model, the CDM for different frames are determined with the CDM, the clique potential function is defined as

\[
V_{st}(x) = \begin{cases} + \delta, & \text{if } x_{st} \neq x_{st} \text{ and } (s, t), (e, t-1) \in S \\ - \delta, & \text{if } x_{st} = x_{st} \text{ and } (s, t), (e, t-1) \in S 
\end{cases}
\]
is unknown. \[ \theta \]

\( \theta \) is the parameter vector associated with sequences changes are denoted as \( 1(CDM) \) of consecutive frames has been determined and the MRF-MAP framework. The Change Detection Mask objects. We have modeled the changes from frame to frame in Since, we focus on the detection of slow moving video edges.

\( (i) \) Clique potential function in the temporal direction are incorporated. The corresponding clique potential function is

\[ \pi_{\theta}^{(x)} = \pi_{\theta}^{(x)}(x_1, x_2) = e^{-\sum_{c \in C} \left[ \phi_{\theta}^{(x)}(x_1) + \phi_{\theta}^{(x)}(x_2) \right]} \]  

In (4) \( \phi_{\theta}^{(x)}(x_1) \) denotes the clique potential function in the spatial domain at time \( t \), \( \phi_{\theta}^{(x)}(x_2) \) denotes the clique potential in the temporal domain, \( \phi_{\theta}^{(x)}(x_1) \) denotes the clique potential in the temporal domain incorporating edge feature and \( \phi_{\theta}^{(x)}(x_2) \) denotes clique potential incorporating change feature. We have proposed this additional feature in the temporal direction. (4) is called the edge-based change model. The corresponding edgeless model is

\[ P(X = x) = e^{-\sum_{c \in C} \left[ \phi_{\theta}^{(x)}(x_1) + \phi_{\theta}^{(x)}(x_2) \right]} \]

The likelihood function \( P(Y = y|X = x) \) can be expressed as

\[ P(Y = y|X = x) = P(y|x+n[X = x, \theta]) = \frac{1}{\sqrt{(2\pi)^n \det[k]} e^{-\frac{1}{2}(y-x)^T k^{-1}(y-x)}} \]

Where \( k \) is the covariance matrix. Assuming decorrelation of the three RGB planes and the variance to be same among each plane, (5) can be expressed as

\[ P(n = y - x|X, \theta) = \frac{1}{\sqrt{(2\pi)^3 \sigma^2} e^{-\frac{1}{2\sigma^2(y-x)^2}}} \]

In (6) Variance \( \sigma^2 \) corresponds to the Gaussian degradation.
Hence (3) can be expressed as
\[
\hat{x} = \arg\max_x \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{1}{2\sigma^2} \sum_{i} (f_i(x) + f_{in}(x) + f_{out}(x) + f_{out}(x))}
\]

The a priori model having the three components is attributed as the edge based model. In the following the clique potential corresponding to CDM of different frames have been introduced. This is called the change based model.
\[
\hat{x} = \arg\max_x e^{-\frac{1}{2\sigma^2} \sum_{i} f_i(x) + f_{in}(x) + f_{out}(x) + f_{out}(x)}
\]

Maximizing (7) is tantamount to minimizing the following
\[
\hat{x} = \arg\min_x \frac{1}{2\sigma^2} \sum_{i} f_i(x) + f_{in}(x) + f_{out}(x) + f_{out}(x)
\]

\(\hat{x}\) in (8) is the MAP estimate and the MAP estimate is obtained by the proposed hybrid algorithm. The associated clique potential parameters and the noise standard deviation \(\sigma\) are selected on trial and error basis.

### C. Hybrid Algorithm

It is observed that SA algorithm takes substantial amount of time for convergence. This algorithm also helps to come out of the local minima and converge to the global optimum solution. This feature could be attributed to the acceptance criterion (acceptance with a probability). We have exploited this feature that is the proposed hybrid algorithm uses the notion of acceptance criterion to come out of the local minima. Subsequently, it is assumed that the solution is locally available and hence a local convergent based strategy is adopted for quick convergence. We have used the Iterated Conditional Mode (ICM) [9] as the locally convergent algorithm. A specific number of iterations is fixed by trial and error. This avoids the undesirable time taken by SA when the solution is close to the optimal solution. The steps of the proposed hybrid algorithm are enumerated as below:

1. Initialize the temperature \(T_{in}\).
2. Compute the energy \(U\) of the configuration.
3. Perturb the system slightly with suitable Gaussian disturbance.
4. Compute the new energy \(U'\) of the perturbed system and evaluate the change in the energy \(\Delta U = U' - U\).
5. If \(\Delta U < 0\), accept the perturbed system as the new configuration. Else accept the perturbed system as the new configuration with a probability \(\exp(-\Delta U / T)\).
6. Decrease the temperature according to the cooling schedule.
7. Repeat steps 2-7 till some pre specified number of epochs are completed.
8. Compute the energy \(U\) of the configuration.
9. Perturb the system slightly with suitable Gaussian disturbance.
10. Compute the new energy \(U'\) of the perturbed system and evaluate the change in the energy \(\Delta U = U' - U\).
11. If \(\Delta U < 0\), accept the perturbed system as the new Configuration, otherwise retain the original configuration.
12. Repeat steps 8-12, till the stopping criterion is met.

The stopping criterion is the energy \(U < threshold\).

### D. Temporal Segmentation

In temporal segmentation, a change detection Mask (CDM) is obtained and this CDM serves as a precursor for detection of foreground as well as background. This CDM is obtained by taking the label difference of two consecutive frames followed by thresholding. We have adopted a global thresholding method such as Otsu’s method for thresholding the image. The results, thus obtained are verified and compensated by historical information, to enhance the segmentation results of the moving object. Thus the results obtained are compared with that of the CDM constructed with taking intensity difference of two consecutive frames. Where we found that label difference as that of intensity difference give better results. The historical information of a pixel means whether or not the pixel belongs to the moving object parts in the previous frame. This is represented as follow

\[ H = \{ h_s \mid 0 \leq s \leq (M_p - 1)(M_p - 1) \} \]

Where \( H \) is a matrix of size of a frame. If a pixel is found to have \( h_s = 1 \), then it belongs to moving object in the previous frame; otherwise it belonged to the background in the previous frame. Based on this information, CDM is modified as follows. If it belongs to a moving object part in the previous frame and its label obtained by segmentation is same as one of the corresponding pixels in the previous frame, the pixel is marked as the foreground area in the current frame.

### E. VOP Generation

The Video Object Plane (VOP) is obtained by the combination of temporal segmentation result and the original video image frame. In a given scene we consider objects as one class and background as the other thus having a two class problem of foreground and background. Therefore, the temporal segmentation results yield two classes. We denote FM, and BM as the foreground and background part of the CDM, respectively. The region forming foreground part in the temporal segmentation is identified as object and is obtained by the intersection of temporal segmentation and original frame as \( VOP = \text{num}(FM \cap y) \). Where the \( \text{num}(.) \) is the function counting the number of pixel forming the region of interest.

### III. RESULTS AND DISCUSSION

In simulation, we have considered several video sequences, however for the sake of illustration; we have presented the results obtained for two sequences shown in Fig. 2 and 3. Fig. 2(a) shows the original frame with 12,13,14,15 frame numbers that corresponds to Grandma video sequence. It can be
observed in these video, there are very slow movements. The manually constructed ground truth images are shown in Fig. 2 (b). The results obtained by JSEG method is shown in Fig. 2 (c). Using edgebased model of section III, the results are shown in Fig. 2(d). The image model parameters are $\alpha = 0.05, \beta = 0.009, \gamma = 0.007, \sigma = 5.2$. As seen from the table, the percentage of misclassification error is much less as compared to JSEG method. Temporal segmentation using original frames are shown in Fig. 2(e) and the corresponding VOPs are presented in Fig.2 (f). It is observed that in the VOPs, the part of the silhouette of the image that is reflected at the back of the shoulders is retained. We have used the segmented results of Fig.2 (d) to obtain the temporal segmentation. The temporal segmentation and the corresponding VOPs are shown in Fig.2 (g) and (h) respectively. Comparing Fig.2 (f) and (h) it is observed that inclusion of the edge feature has enhanced the edge preserving capability. But, there are some effects of the silhouette on the background. This effect has been eliminated while using the change based model. The segmented images obtained using the change based model is shown in Fig.2 (i). The temporal segmentation and the corresponding VOPs are shown in Fig.2 (j) and (k). The model parameter used for the change model are $\alpha = 0.05, \beta = 0.009, \gamma = 0.007, \delta = 0.1, \sigma = 5.2$. It has been observed from the Fig. 2(k) that there is no silhouette effect on the background that was present in earlier cases. This could be achieved due to the introduction of changes in the a priori distribution. As seen from Table I, the segmented results shown in Fig. 2(i) is having less percentage of misclassification error as compared to JSEG method and comparable with edge based model. Similar observations are also made for the second Akiyo video sequence shown in Fig.3 (a). The corresponding ground truth images are in Fig.3 (b). The segmentation results obtained by JSEG method are shown in Fig.3 (c) which shows that there are more misclassification. The edge model based segmentation is shown in Fig.3 (d). The model parameters are $\alpha = 0.009, \beta = 0.008, \gamma = 0.007$ and $\sigma = 0.1, \sigma = 2$. The corresponding temporal segmentation and VOPs are shown in Fig.3 (e) and (f) that there are some misclassification near the head of the news reader image. This has been removed partially when the temporal segmentation and VOPs constructed using the segmented results as opposed to using original frames. The misclassification error is also much less as compared to JSEG method. Temporal segmentation and VOPs obtained using change model are shown in Fig. 3(j) and (k). It is clear that there is no silhouette in the background of the image and thus the slow moving object could be detected. Thus the change based model could effectively detect the slow moving objects.
IV. CONCLUSION

In this paper, our work focused on the detection of slow moving objects. It could be observed that temporal segmentation alone could detect fast moving objects but failed to detect the slow moving objects. Hence, we have proposed a scheme to detect slow moving objects. The scheme consists of spatio-temporal segmentation. We have proposed a compound MRF model with change features that could detect slow movements in a video sequence. Our scheme does not need to obtain spatial segmentation at each frame and hence reduce computational burden. We have selected the model parameters on trial and error basis. Currently attempts are made to estimate model parameters and hence propose an unsupervised scheme.
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MO percentage of Misclassification Error

<table>
<thead>
<tr>
<th>Frame No</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>75</th>
<th>76</th>
<th>77</th>
<th>78</th>
</tr>
</thead>
<tbody>
<tr>
<td>With JSEG</td>
<td>6.82</td>
<td>8.77</td>
<td>4.29</td>
<td>4.20</td>
<td>6.2</td>
<td>4.9</td>
<td>5.5</td>
<td>5.4</td>
</tr>
<tr>
<td>Edge Based</td>
<td>0.24</td>
<td>0.30</td>
<td>0.25</td>
<td>0.29</td>
<td>0.12</td>
<td>0.12</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Changemodel</td>
<td>0.30</td>
<td>0.40</td>
<td>0.40</td>
<td>0.13</td>
<td>0.12</td>
<td>0.18</td>
<td>0.19</td>
<td>0.22</td>
</tr>
</tbody>
</table>
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TABLE I.