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Abstract 
 

In this paper an image fusion technique is 
developed to remove clouds from satellite images. The 
proposed method involves an auto associative neural 
network based PCAT (principal component transform) 
and SWT (stationary wavelet transform) to remove 
clouds recursively which integrates complementary 
information to form a composite image from 
multitemporal images. Some evaluation measures are 
suggested and applied to compare our method with 
those of covariance based PCAT fusion method and 
WT-based one. The PSNR and the correlation 
coefficient value indicate that the performance of the 
proposed method is better than others. It also enhances 
the visual effect. 
 
1. Introduction 
 

 A significant obstacle of extracting information 
using satellite imagery is the presence of clouds. 
Removing these portions of image and then filling in 
the missing data is an important image editing task. 
Traditionally the objective is to cut the cloudy portions 
out from the frame and fill in the gaps with clear 
patches from similar images taken at a different time.   
Thus the meticulous work is to identify the cloud and 
then completing the missing part. Various approaches 
have been tried to solve this problem with differing 
results. Wavelet and PCA transformation has showed 
to be the useful tools to deal with clouds coverage in 
satellite images.  

In this paper the performance of an auto associative 
neural network based principal components extraction 
method  coupled with wavelet transform is used for 
image fusion for removal of clouds covering area. 

Wang [7] proposed automated cloud detection in a 
set of two temporal Land sat TM images by simply 
thresholding high frequency components a extracted by 
a 2D discrete wavelet transfer of both images. The 

special frame mentioned in this paper can be called 
undacimted wavelet transform or stationary wavelet 
transform (SWT). The SWT is similar to a discrete 
wavelet transform (DWT) but the difference is that 
SWT does not perform down sampling of the signal 
between the levels of hierarchy. For this reason the 
subimages obtained after the decomposition process 
have the same resolution as the original images. 

Image fusion refers to the technique that integrates 
complementary information from multiple image 
sensor data such that the new images are more suitable 
for the purpose of human visual perception and the 
computer processing task. In broad sense image fusion 
is performed at three different processing levels 
according to the stages at which the fusion takes place, 
namely pixel level fusion, feature level fusion and 
decision level fusion. Image fusion at pixel level means 
that fusion is at lowest processing level. The simplest 
image fusion on pixel level is to sum and average the 
original images pixel by pixel. However when this 
method is applied several undesired effects including 
reduced contrast of features would appear. If the source 
level images are RGB color images, the methods of 
pixel level fusion also include intensity- hue-saturation 
(IHS) transform and principal component substitution 
(PCS) and so on. In recent years many researchers 
recognized that multiscale transforms are very useful 
for analyzing the information content of images for the 
purpose of fusion[6], and some sophisticated 
approaches based on multiscale transforms, such as 
high pass filtering(HPF) method[5,6], laplacian 
pyramid[6], morphological pyramid, wavelet 
transform[1,2] have been proposed. The wavelet 
transform offers certain advantages over the other 
above mentioned techniques. It provides directional 
information and supply spatial orientation in the 
decomposition. Moreover since wavelet basis functions 
are chosen orthogonal, the information are each layer 
of decomposition is unique. Thus it appears to be an 
efficient information preserving method from 
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layer neurons are considered for image fusion. 

 
 

 
 
Figure 1. Structure of auto-associative neural 
network. 

In the training phase input vectors are considered 
from a registered image of some part of Hamirpur area 
of India. Training phase is for only one pass of the full 
image. That is if the image is of size 512 x 512 and 
input vector size is16 (obtained from 4 x 4 sub-block), 
training is done for 128 x 128 number of samples. 
After the training phase the weight matrix which 
corresponds to the eigenvalue of the input image are 
stored in a data base for analysis of the images taken 
from the same area. 

 
3. Proposed fusion scheme for removal of 
cloud 
 

This method merges the detail information of the 
cloud free image and also preserve the spectral 
information of the first principal component of the 
cloud contaminated image. In this approach of 
removing cloud; fusion is done at pixel level A 
prerequisite for successful image fusion is that the 
original images have to be registered correctly so that 
the corresponding pixels are co-aligned. Figure 2 is a 
framework illustration of image fusion based on PCA 
and stationary wavelet transform  
       step 1: Let the cloud free image is f(x,y) and the 
first principal component obtained using RLS learning 
rule of the cloud contaminated image is g(x,y). In the 
initial step the second image is matched with g(x,y) by 
the following equation and analyzing the histograms of 
the two images 
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where fµ  is the mean of the cloudy image and f�  is 

standard deviation of the respective image . similarly 

gµ and g�  is the mean and standard deviation of the 

first principal component g(x,y). 
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Figure 2. Block diagram of PCA-ANN and SWT 
based image fusion. 
 

step 2:  The two images are then transformed with 
stationary wavelet, so we obtain low frequency 

approximate parts ),;2(),,;2( yxjgkSyxjfkS  and 
high frequency detail parts as 
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kW . J denotes the 
maximum decomposition level, k=1,2,3,4…. four 
decomposition parts of the resolution  s. 
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