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Abstract - The paper proposes an extended complex Kalman filter and employs it for the estimation of power system frequency in the presence of random noise and distortions. From the discrete values of the 3-phase voltage signals of a power system, a complex voltage vector is formed using the well known \( \alpha \beta \)-transform. A nonlinear state space formulation is then obtained for this complex signal and an extended Kalman filtering approach is used to compute the true state of the model iteratively with significant noise and harmonic distortions. As the frequency is modeled as a state, the estimation of the state vector yields the unknown power system frequency. Several computer simulations test results are presented in the paper to highlight the usefulness of this approach in estimating near nominal and off-nominal power system frequencies.
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1. Introduction

Digital control and protection of power systems require the estimation of supply frequency and its variation in real-time. Variations in system frequency from its normal value indicate the occurrence of a corrective action for its restoration. A large number of numerical methods is available for frequency estimation from the digitized samples of the system voltage. Conventional methods assume that the power system voltage waveform is purely sinusoidal and therefore the time between two zero crossings is an indication of system frequency. Discrete Fourier transforms [1], Least error squares technique [2,3], Kalman filtering [4], Recursive Newton-type algorithm [5], Adaptive notch filters [6] etc. are known signal processing techniques used for frequency measurements of power system signals. A new numeric technique and its practical implementation are presented in reference [7]. This approach suffers from inaccuracies due to the presence of noise and harmonics. An iterative technique for fast and accurate estimation of nominal and off-nominal power system frequency has been presented in [8]. This technique requires a correct guess of the system frequency for fast estimation and suffers from inaccuracies in the presence of noise (with an SNR value of 20 dB or less) and harmonics. Amongst the several numerical techniques described above both linear and extended Kalman filtering approaches have attracted widespread attention, as they accurately estimate the amplitude, phase and frequency of a signal buried with noise and harmonics.

In this paper, a variation of nonlinear Kalman filter in the complex form is presented which simplifies the modeling requirement for frequency and amplitude estimation of a signal. It has been recently shown in reference [9] that the extended complex Kalman filter (ECKF) is more attractive than the real one from the point of view of modeling and stability considerations.

The discrete values of the three phase voltage signals of a power system are transformed into a complex vector using the well known \( \alpha \beta \)-transform used in power system analysis. This complex voltage vector is then modeled along with frequency in a nonlinear state-space form and the theory of extended Kalman filter is used to obtain the state vectors iteratively. The computation of Kalman gain and choice of initial covariance matrix is crucial in determining the speed of convergence of the new algorithm and its noise rejection property. A variety of simulated power system conditions is used for the application of this new technique and frequency estimation error is close to \( \pm 0.01 \) Hz to \( \pm 0.02 \) Hz in most cases. The application of this algorithm for frequency relaying in power system is expected to be simple with very little computation for 2-state complex Kalman filter.
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2. ECKF for frequency estimation

The discrete representation of three phase voltages of a power system is obtained as:

\[
\begin{align*}
V_a(k) &= V_m \sin(\omega k \Delta T + \phi) + \epsilon_a(k) \\
V_b(k) &= V_m \sin(\omega k \Delta T + \phi - 2\pi / 3) + \epsilon_b(k) \\
V_c(k) &= V_m \sin(\omega k \Delta T + \phi + 2\pi / 3) + \epsilon_c(k)
\end{align*}
\]

(1)

where \( \epsilon_a(k), \epsilon_b(k), \epsilon_c(k) \) are noise terms that can be any combination of white noise and harmonics, \( \Delta T \) is the sampling interval and \( k \) is the sampling instant (iteration count). The \( \alpha-\beta \) components are obtained from the above discrete phase voltages as:

\[
\begin{bmatrix}
V_a(k) \\
V_b(k) \\
V_c(k)
\end{bmatrix} = \sqrt{3} \begin{bmatrix}
\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & \frac{\sqrt{3}}{2} & -\frac{1}{2} \\
0 & -\frac{1}{2} & \frac{\sqrt{3}}{2}
\end{bmatrix} \begin{bmatrix}
\epsilon_a(k) \\
\epsilon_b(k) \\
\epsilon_c(k)
\end{bmatrix}
\]

(2)

A complex voltage \( V(k) \) is obtained from (2) as:

\[
V(k) = V_a(k) + j V_b(k) = A e^{j(\omega k \Delta T + \phi)} + \eta(k)
\]

(3)

where \( A \) is the amplitude of the signal and \( \eta(k) \) is the noise component.

The discrete observation signal \( V(k) \) can now be modeled in a state-space form as:

\[
\begin{bmatrix}
X_1(k+1) \\
X_2(k+1)
\end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & X_1(k) \end{bmatrix} \begin{bmatrix} X_1(k) \\ X_2(k) \end{bmatrix}
\]

(4)

\[
Y(k) = V(k) = \begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} X_1(k) \\ X_2(k) \end{bmatrix} + \eta(k)
\]

(5)

where the states \( X_1 \) and \( X_2 \) are:

\[
X_1(k) = e^{j\omega k \Delta T} = \cos(\omega k \Delta T) + j \sin(\omega k \Delta T)
\]

\[
X_2(k) = A e^{j(\omega k \Delta T + \phi)}
\]

(6)

and \( \Delta T \) = sampling interval

The above linear stochastic filter is also equivalent to the following nonlinear one:

\[
X(k+1) = F(X(k))
\]

(7)

\[
Y(k) = H X(k) + \eta(k)
\]

where

\[
X(k) = \begin{bmatrix} X_1(k) \\ X_2(k) \end{bmatrix}
\]

\[
F(x(k)) = \begin{bmatrix} X_1(k) \\ X_1(k) X_2(k) \end{bmatrix}
\]

(8)

\[
H = \begin{bmatrix} 0 & 1 \end{bmatrix}
\]

\( F = \) a nonlinear function

Applying extended complex Kalman filter (ECKF) to the nonlinear system described in eqn.7 we obtain:

\[
\begin{align*}
\dot{X}(k / k) &= \dot{X}(k / k-1) + K(k) (y(k) - H \dot{X}(k / k-1)) \\
\dot{X}(k + 1 / k) &= F(\dot{X}(k / k))
\end{align*}
\]

(9)

\[
K(k) = \hat{P}(k / k-1) H^T \left[ H \hat{P}(k / k-1) H^T + R \right]^{-1}
\]

(10)

\[
\hat{P}(k+1 / k) = \hat{F}(k) \hat{P}(k / k) \hat{F}^T(k)
\]

(11)

where

\[
\hat{F}(k) = \frac{\partial F(x(k))}{\partial x(k)} \bigg|_{x(k) = \dot{X}(k / k)}
\]

(12)

\[
K(k) = \text{Kalman gain matrix}
\]

\[
\hat{P}(k / k) \text{ or } \hat{P}(k + 1 / k) = \text{Covariance matrix}
\]

\( H = \) Observation vector

* \( * \) \( T \) represent conjugate and transpose of a complex quantity respectively.

In the above formulation, the state-space representation given in equation (4) can be expanded to include decaying dc and harmonic components if necessary. For example, if there is a fifth harmonic \( X_5 \) in the signal, the state-space model becomes:
This nonlinear filter is quite stable regardless of the initial conditions of the states $X_1$ and $X_2$, provided the observation signal is bounded, which is usually true in a practical system like the power system. The choice of initial covariance matrix $P_0$ and noise covariance $R$ is crucial. $R$ is taken as 1 in the numerical examples presented in this paper. After the convergence of the state vector is attained, the frequency is calculated as

$$\hat{f}(k) = \frac{1}{2\pi\Delta T} \sin^{-1}[\text{Im}(\hat{\mathbf{x}}_1(k))]$$

3. Computer Simulation Tests

The proposed technique is applied to several power system steady and dynamic operating conditions using MATLAB programming environment for the estimation of the fundamental frequency. A sampling rate of 3.2 KHz (64 samples per cycle) is used for the estimation process. The initial covariance matrix is chosen as $P_0 = \rho^2 I$, where $\rho > 1$, and the initial estimate of the fundamental frequency is assumed to lie between 40 to 60 Hz for the estimation of the nominal power system frequency of 50 Hz. The effect of initial estimates of 40, 50 and 60 Hz on the estimation of 50 Hz for a sinusoidal signal with no noise is shown in Fig.1. Conversely from an initial estimate of 50 Hz, the convergence characteristics to obtain final frequencies of 40, 55 and 60 Hz are depicted in Fig.2.

After studying the effect of initial estimate of the frequency, it is desirable to study the response of the ECKF in the presence of harmonics, sudden change in system frequency and noise. These aspects are addressed in the following section.

Case 1: Presence of harmonics in the signal

The input voltage signal is assumed to contain 1 p.u. of fundamental, 0.12 p.u. of second harmonic, 0.3 p.u. of third harmonic and 0.05 p.u. of fifth harmonic. The proposed approach is used to estimate the frequency of the fundamental component which is taken as 51 Hz. Fig. 3 presents the estimated frequency and its convergence to the true value in nearly 2 cycles and the frequency error compared to the true value is 0.01 Hz. It is also seen from the simulations that due to the α-β transformation, the third harmonic component in the observed signal is eliminated and hence does not influence the estimation process. However, the presence of second and fifth harmonic component would increase the time to converge to the true value.

![Fig. 3. Response to signal of 51 Hz plus harmonics](image)

Case 2: Change in amplitude and phase

Fig. 4 shows the response to a constant 50 Hz signal when the amplitude is suddenly increased from 1.0 p.u. to 1.5 p.u. The ECKF is found to be insensitive to the amplitude changes unlike the earlier approaches and the estimated value converges to the true value in less than quarter of a cycle (5 ms).

![Fig. 4. (a) 50 Hz voltage signal with instantaneous amplitude increment from 1.0 p.u. to 1.5 p.u. (b) its frequency estimates](image)
Fig. 4(c) shows the response of the algorithm to a sudden change in the phase angle of the system voltage by -10°. From response it can be seen that the new method produces a very quick estimate of the system frequency in a time frame less than one cycle. This is definitely a significant improvement than the earlier approaches used for frequency estimation.

**Case 3: Change in frequency**

The test signals in this case are the noise free three phase voltage and step change in frequency from 50 Hz to 45 Hz and from 45 Hz to 52 Hz are affected at .0313s and .0625s respectively. Fig.5(a) shows the performance of the proposed algorithm for step changes in system frequency and it is observed from the figure that the true estimates of the frequency are obtained mostly within 10 ms (half a cycle of the voltage waveform).

**Case 4: Presence of noise**

The performance of the proposed algorithm is evaluated in the presence of random noise with zero mean and Gaussian distribution and SNR (signal to noise ratio) varying from 20 dB to 80 dB. For low signal to noise ratio that is 20 dB, the convergence to the true frequency of the signal 50 Hz is obtained in almost 2 cycles (40 ms) as shown in Fig.6. However, if the SNR is reduced to 40 dB, the time required for convergence is reduced to less than 20 ms. This observation is quite significant as the earlier algorithms [3, 8] reported estimate with high errors of nearly 0.2 Hz to 0.8 Hz for SNR = 40 dB.

**Case 4(b):** Response to signal of 50 Hz plus noise (20 dB SNR)

The frequency errors computed in the presence of noise when SNR varied from 20 dB to 80 dB are shown in Fig.7. It is observed that with SNR 40 dB the corresponding error is .0034 Hz which is a very significant improvement in comparison to the earlier approaches.

**Fig.7.** Estimation error for noisy input signal

**Fig.8(b):** Response to noise of 20 dB and 30% of third harmonic and 10% of fifth harmonic in addition to the 100% 50Hz component. The convergence to the true value is obtained in nearly 3 cycles (60 ms) even for this highly distorted signal, shown in Fig.8(a).
4. Conclusion

The paper presents an extended complex Kalman filter for the estimation of power system frequency in the presence of harmonics and random noise. The method uses the sampled values of three phase voltages as inputs and $\alpha \beta$- transform to convert these inputs to a complex observation vector. In the presence of significant noise and harmonics, the speed of convergence is reduced to 3 cycles and this can be improved significantly if harmonics are also considered in the state space formulation. This new approach is found to be very stable and yields significant frequency estimation accuracy of the order of .01 Hz to .02 Hz in the presence of noise, less than 40 dB or so. The present approach is found to work very well for step changes and decay or rise in system frequency.
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