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Abstract. Water plays an important role in the livelihood of mankind. Hence, 

water that is used for agriculture, marine culture, human consumption, etc., 

should be in good condition to minimize the hazardous effect of water pollution 

on human health. Rapid unsustainable industrialization, improper huge waste dis-

posal, excess amount fertilizer usage, etc., are responsible for the rapid deterio-

ration of the water quality in rivers and other freshwater bodies. Manual contin-

uous water quality measurement is risky, expensive, and time-consuming. Hence, 

it is essential to forecast the water quality using statistical time-series models. In 

this paper, three widely used statistical multivariate techniques such as Vector 

Moving Average (VMA), Vector Auto Regression (VAR), and Vector Auto Re-

gression Moving Average (VARMA), are investigated to forecast water quality 

parameters like Fecal Coliform (FC), Total Coliform (TC), Biological Oxygen 

Demand (BOD), Dissolved Oxygen (DO), and the associated Water Quality In-

dex (WQI) of the Ganga river. Most of the previous methods worked on forecast-

ing the future values based on past values of individual parameters without con-

sidering the interdependency among the water quality parameters. Here, correla-

tion among each parameter is estimated. Subsequently, the future values of a pa-

rameter are estimated based on its previous values and the previous values of its 

correlated parameters. The proposed research work can help properly manage the 

water quality of the river Ganga by utilizing the forecasted results for the plan-

ning of the pollution control strategies. Finally, it helps improve the quality of 

human beings by minimizing the health issues caused by water pollution.  
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1 Introduction 

Water is the primary need of every living being on the earth for the continuation of life. 

Hence, the quality of water plays the main role in any water bodies like rivers, ponds, 

lakes, reservoirs, etc. Water covers 70.9% of this earth's surface, all that is in oceans 

and seas, which is not useful for the livelihood of mankind. Only a small portion of the 
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water present on the ground surface is useful for mankind. Rivers are considered as one 

of the most important sources of water for irrigation, industrial needs, and other uses. 

Due to the dynamic nature of the river structures and also of its smooth access in dis-

posing of waste, the river structures are becoming most liable for the unfavorable results 

of environmental pollution [1]. Subsequently, humankind has been suffering from wa-

ter pollution-related health issues such as typhoid, dysentery, cholera, etc. Further, not 

only humans but also agricultural crops and marine culture are getting damaged. There-

fore, it is necessary to take necessary steps to manage and control the water quality of 

the rivers. Water quality may be defined as the biological, chemical, and physical con-

dition or state of water [1]. The river Ganga is one of the important and largest rivers 

in India. However, its water quality has been continuously deteriorating. Hence, this 

work aims at implementing the time-series forecasting techniques to forecast the water 

quality parameters of Ganga like Fecal Coliform (FC), Total Coliform (TC), Biological 

Oxygen Demand (BOD), Dissolved Oxygen (DO), and the associated Water Quality 

Index (WQI) of the Ganga river. Manual monitoring of the water quality by accessing 

all the water pollutants from various water sources is a complex, tedious, time-consum-

ing, and risky job. Further, it is difficult to explain the overall quality of the water by 

using different water pollutants simultaneously as per the standards. Hence, the WQI 

measurement method has been preferred, which gives information about total water 

quality in a single value[2]. Moreover, forecasting techniques that use the historical 

water pollution data are beneficial in predicting future water quality. Recently, various 

time-series forecasting techniques using statistical approaches [3] and machine learning 

approaches [4], [5] have been proposed for the river Ganga. However, statistical ap-

proaches are lightweight and accurate for the structured water pollution data. Hence, 

this work intends to use statistical approaches. Recently, the statistical time series meth-

ods like Prophet, Seasonal ARIMA (SARIMA), and Auto-Regressive Integrated Mov-

ing Average (ARIMA) have been implemented to forecast the parameters like DO and 

BOD in river Ganga [3]. However, the interdependency of the various water quality 

parameters is not considered by these univariate time series forecasting techniques. 

Practically, different water quality parameters are highly correlated. For example, fu-

ture values of DO depend on the past values of the DO and that of TC. The time series 

models which use the past values of other parameters in the prediction of one parameter 

are called multivariate models. Some of the multivariate models are Vector Auto Re-

gression (VAR) [6], Vector Moving Average (VMA) [7], Vector Auto-Regressive and 

Moving Average (VARMA) [8]. VAR is one of the famous statistical models utilized 

to get the forecasted results of time series data. It can easily grasp the non-linear trend 

and seasonality of any time series data. This model is best suitable for multivariate time 

series data [6]. All the water quality variables are considered endogenous variables, but 

this model also can include the other exogenous factors of the input time series.  

 

In this paper, we are discussing the implementation of three Multivariate models, 

namely VAR, VMA, and VARMA, to forecast the future pollutants in a portion of the 

Ganga river that flows in Uttar Pradesh (UP), India. 
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2  Problem Statement 

Recently, the quality of water in the Ganga River has decreased because of large pollu-

tion in its basin. In this work, three widely used multivariate time-series statistical fore-

casting techniques such as VAR, VMA, and VARMA to forecast four crucial water 

quality parameters such as DO, BOD, FC, TC, and their associated WQI of the river 

Ganga. The forecasting water quality may be used by the concerned authorities to plan 

and execute various water pollution prevention as well as control strategies. Subse-

quently, this research work will help in controlling multiple polluted water-related dis-

eases.  

3 Proposed Methodology 

Following essential steps are followed to develop three efficient multivariate statistical 

models like VAR, VMA, and VARMA for water quality forecasting of the river Ganga.  

 

3.1 Data Collection and Preprocessing 

Firstly, the water quality data in the Ganga river have been collected from the UP Pol-

lution Control Board (UPPCB) [9] for experimental purposes. Four parameters: DO, 

BOD, TC, and FC, are collected from nine stations of UP, India, as indicated in Fig. 1. 

In order to make the data suitable for statistical models, the data is pre-processed before 

applying it in the model. 

 

Fig. 1. The area under study.  

3.2 Calculation of WQI 

WQI is a single index that provides total information about water quality in a unique 

value. It can be determined using the parameters that are considered as a true value for 

the quality of that water body [10]. Here, four parameters, namely DO, BOD, FC, and 
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TC are used to calculate the value of WQI done using Eq. 1 [11]. The Q value in the 

range of 0 to 100 gives the normalized value of an individual parameter.  
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j j
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WQI W Q


   (1) 

Table 1.Parameter Weights for WQI calculation [12] 

Parameters Moderate range Weight Factor 

Dissolved Oxygen (mg/L) 4.5-5 0.17 

BOD (mg/L) 3-5 0.11 

Total coliform (mpn/100ml) 500-5000 0.18 

Fecal coliform (mpn/100ml) 500-2500 0.16 

 

Here, M = Total number of considered water pollutants, Qj= sub-index of jth pollutant, 

Wj=jth pollutant's weight factor. The weight factors of each parameter that are used in 

the calculation of WQI are represented in Table 1. 

3.3 Testing for Stationarity 

Time series whose trend, seasonality, mean, and variance will not change with time is 

known as stationary. Further, the time series must be stationary for effective statistical 

modeling. Usually, an augmented dicky fuller test is used to check the stationarity of 

each parameter. The difference method is used to convert the nonstationary series into 

stationary. 

 

3.4 Granger Causality Test 

This test should be performed to find whether one-time series is useful in the prediction 

of other time series. The relationships among multiple variables during water quality 

forecasting, weather forecasting, stock analysis, anomaly detection, human action clas-

sification, etc., can be determined using the Granger causality [13]. 

3.5 Development of Multivariate Models 

Time series analysis is an area of data analysis that works on processing, describing, 

and forecasting datasets that are time ordered. This time series analysis is broadly di-

vided into univariate and multivariate analysis. The univariate models, in which the 

future values of individual parameters only depend on their own past values, are already 

discussed in [3]. In multivariate models, the future values of individual parameters de-

pend on their own past values and the past values of their correlated parameters. The 

general flow diagram of multivariate statistical models is shown in Fig. 2. In this re-

search work, three multivariate statistical models, namely VAR, VMA, and VARMA, 

have been implemented. 
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Fig. 2. General Flow chart multivariate models. 

 

Fig. 3. Exploratory data analysis. 

 

Fig. 4. DO results for Dicky-Fuller test. 

 

Fig. 5. TC results for Dicky-Fuller test. 

 

 

Fig. 6.Granger causality test results. 

VAR is an algorithm used to forecast the future time series values when two or more 

parameters influence each other [6] [8] [14]. Let z1 and z2 be two-time series that are 

correlated with each other, which are under study. Then to forecast z1 and z2 values at 

time t, the VAR algorithm uses past values of both z1 and z2. The equations for the VAR 

model are given in Eq. 2 and Eq. 3 [6]. 
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 1, 1 11,1 1, 1 12,1 2, 1 11,2 1, 2 12,2 2, 2 1t t t t tz z z z z               (2) 

 2, 2 21,1 1, 1 22,1 2, 1 21,2 1, 2 22,2 2, 2 2t t t t tz z z z z               (3) 

The above equations show the prediction of z1 and z2 for two lags, i.e., p = 2 (where 

p is the number of lags selected). So, it is like VAR (2). The general form of VAR(p) 

for zt of m stochastic time series like zt = [z1t, z2t, ..., zmt] is given inEq.4. 

 
1( ... )p

m p t tI L L z       (4) 

Here, θi is the matrix of parameters, Im is an identity matrix, L is a lag operator, and 

εt is a column vector.  

 

VMA is similar to the moving average model used to forecast multivariate time series. 

In this model, the next step in the sequence is calculated by using the linear function of 

past residual errors [7]. Hence, VMA is also called as the model of residual errors. 

 1, 1 11,1 1, 1 12,1 2, 1 11,2 1, 2 12,2 1, 2t t t t tz                  (5) 

 2, 2 21,1 1, 1 22,1 2, 1 21,2 1, 2 22,2 2, 2t t t t tz                  (6) 

Here, ε is the residual error. The equations  Eq. 5 and Eq. 6 [7] are the VMA equa-

tions for two correlated time series z1 and z2, up to two moving average trends, i.e., q = 

2. The ideal value of q for any data will be determined from the PAC plot of the indi-

vidual series. 

VARMA is the combination of VAR and VMA models [8]. Also, it is a generalized 

version of the ARMA model, which predicts forthcoming values of multivariate time 

series. This model takes values of 'p′ and 'q′ and is also able to work as a VAR by 

making 'q′ as 0 and as VMA by making 'p′ as 0. It has an advancement over individual 

VAR and VMA models. The general representation for VARMA(p, q) for zt of m sto-

chastic time series like zt= [z1t, z2t, ..., zmt] is given in Eq.7 [8]. 

 
1 1( ... ) ( ... )p q

m p t m q tI C L C L z I D L D L         (7) 

where, Im is an identity matrix with order m, L is a lag operator, εt is a column vector, 

and C, D are matrices of parameters [8]. 

3.6 Performance Measures 

Here, the performance metrics like Root Mean Square Error (RMSE) and Mean Abso-

lute Error (MAE) are taken to evaluate the accuracy of the multivariate models, as de-

fined in Eq. 8 and Eq. 9 [15]. MAE is the average value calculated from the absolute 

differences between predicted and original values. In contrast, MSE is calculated as the 
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mean of squares of deviations from original to predicted values, and RMSE is the root 

value of MSE [8]. Here, error ek is difference between predicted and original values for 

k = 0,1,2,3...m [12]. Models having less values of RMSE and MAE are considered as 

best for the prediction. 
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4 Results and Discussion 

The results of the implemented multivariate time series models are briefly presented in 

this section. 

4.1 Exploratory Data Analysis 

It is a preprocessing step that is implemented to get the information of the data like 

standard deviation, mean, total count, minimum and maximum values of each parame-

ter in the data, as shown in Fig. 3. Also, the backward filling method is used to fill the 

null values in the data.  

4.2 Stationary Test 

Test for stationarity is conducted on the pre-processed data with the help of an aug-

mented dicky fuller test. Also, the rolling mean and standard deviation are plotted as 

shown in Figs.4 and 5. According to the test results, only the DO series is stationary, 

with a p-value less than 0.05. But the time series corresponding with other parameters 

are not stationary as their p values are greater than 0.05. The nonstationary series are 

converted into stationary by the difference method. 

4.3 Granger Causality Test 

It is performed to know the correlation between the water quality parameters as shown 

in Fig. 6. Here, the columns are the predictors, and the rows are the responses with 

corresponding displayed p values selected in the test. If the p value is less than 0.05, 

then we can say that the corresponding row element granger causes the respective col-

umn element. For example, the value in the second row and third column, which is 

0.0001<0.05, shows that the prediction of DO depends on the past values of TC. Hence, 

from Fig.6, it can be observed that all the parameters are granger-causing each other 

interchangeably. 
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Table 2. Prediction results of implemented multivariate time series models for various water 

quality parameters. 

 VAR VMA VARMA 
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4.4 Model Recognition 

Akaike Information Criteria (AIC) is used to select the lag order of p for the VAR 

model. Similarly, PAC plots are used to determine the order q value for VMA. 

4.5 Forecasting Results of Multivariate Models 

After completing the stationary test and the Granger causality test, the multivariate 

models like VAR, VMA, and VARMA are trained on weekly sampled Ganga river data 

set from 2016 to 2020. Then fitting of the models is performed from 2017 to 2020. 

Finally, forecasting of each pollutant is performed from January 2021 to February 2022. 

The forecasting results for the four pollutants and the corresponding WQIs are as shown 

in Table 2. 

5 Comparative Analysis 

In this section, a comparative analysis is carried out among the four implemented mul-

tivariate statistical time series models such as VAR, VMA, and VARMA as presented 

in Table 3. VAR and VARMA models are able to forecast for a longer duration. In 

contrast, the VMA model is only able to forecast for a shorter duration that is only two 

months ahead of the dataset.  

Table 3. Comparison of the model performances. 

Model Perf. metric DO BOD FC TC WQI 

VAR MAE 0.48 1.85 3502.17 6423.64 5.59 

RMSE 0.62 2.73 4452.3 8196.26 7.67 

VMA MAE 0.77 2.82 5230.62 8950.49 6.59 

RMSE 0.98 4.55 7195.89 9615.14 8.10 

VARMA MAE 0.53 2.16 3900.36 6842.40 3.12 

RMSE 0.68 3.22 5228.27 9399.45 4.70 

6 Conclusion 

In this study, three multivariate statistical models like VAR, VMA, and VARMA have 

been implemented to forecast the pollutants of river Ganga like DO, BOD, FC, and TC. 

It can be observed from Table 2 that the VAR model performs better in predicting DO, 

BOD, FC, and TC. But, VARMA model is performing best in the prediction of WQI 

values. The VAR and VARMA models are able to forecast for a longer duration, 

whereas VMA is only able to forecast for a short duration. This research work can be 

further augmented using deep learning and hybrid models. This work is helpful in re-

ducing the number of polluted water-related diseases of humanity. Hence, it may help 

in reducing the burden of the health care system of the country. 
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