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Abstract.  Brain imaging has played a very crucial role in the detection of vari-

ous brain disorders. Among many brain imaging modalities, Magnetic Reso-

nance Imaging (MRI) has proven its importance due to its detailed information 

regarding the insight of the brain. Autism Spectrum Disorder (ASD) has 

emerged as a very serious brain disorder due to its late detection among people. 

It comprises symptoms that are generally ignored, and this creates the urgency 

for its early detection. This work puts forward the method for the detection of 

ASD utilizing Machine Learning (ML) with the features extracted from sMRI 

(Structural Magnetic Resonance Imaging). Surface morphometric and volumet-

ric morphometric features have been utilized for training the machine learning 

models. The cross-validation approach has been used to avoid overfitting prob-

lem occurred during training and testing steps. Machine learning models such 

as Random Forest (RF), Extra Trees (ET), Linear Support Vector Machine 

(SVM), Non - Linear SVM, and K- Nearest Neighbors (KNN) have been used 

for classification between ASD and controls. To evaluate the performance of 

classification, accuracy, precision, recall, and ROC- AUC score values have 

been considered.  

Keywords: Autism, Brain Imaging, Random Forest, Support Vector Machine, 

sMRI. 

1 Introduction 

Brain imaging eases the process for the insight information of the brain with a nonin-

vasive approach. The information can be further utilized for the detection of various 

brain disorders [1]. Among various brain imaging modalities, MRI holds its unique-

ness for its detailed insight and soft tissue information of the brain [2]. Structural 

brain imaging such as sMRI (Structural Magnetic Resonance Imaging) provides the 

anatomical information of the brain which can be further utilized for the detection of 

brain disorders. Among many disorders, ASD has also affected many lives. It is rec-

ognized by its symptoms such as weak social communication, repetition in behavior, 

etc. [3]. Anatomical information of the brain has played a very important role in past 
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years towards the detection of ASD [4]. The increase in the utilization of machine 

learning in the field of medical diagnosis has simplified the purpose. Many research 

works have been done towards the detection of various brain disorders utilizing ana-

tomical information of the brain with machine learning [5]. 

2 Related Works 

Lauren E. Libero et al. have presented a comparative study of cortical surface area, 

volume, thickness, and gyrification index of the brain of ASD and controls. The study 

concludes with the alteration observed in the anatomy of the social brain region [6]. 

Gajendra J. Katuwal et al. have presented the machine learning approach for classifi-

cation between ASD and controls. The work concludes with high accuracy of the 

individual site compared to a large heterogeneous dataset [7]. Gajendra J. Katuwal et 

al. have sub-divided the heterogeneous dataset based on autism severity, VIQ (Verbal 

IQ), and age. Classification performance has been improved for the subdivision pro-

cess compared to the whole dataset [8]. 

 

Osman Altay et al. presented the work for the prediction of ASD using K- Nearest 

Neighbors (KNN) and Linear Discriminant Analysis (LDA) classifiers. The dataset 

utilized for training the model includes a variety of questions encountered by ASD 

and controls during the diagnosis process [9]. Milan N. Parikh et al. have utilized 

personal characteristic data for the classification between ASD and controls with ma-

chine learning models [10]. Kayleigh K. Hyde et al. presented the survey on the su-

pervised ML approach for the detection of ASD. The survey comprises various as-

pects of data such as behavioral, brain imaging, developmental, genetic data, etc. [11]. 

Tania Akter et al. presented the machine learning approach for the early detection of 

ASD in which dataset has been further sub-categorized based on the age factor such 

as toddlers, children, adolescents, and adults. The result shows that different machine 

learning models perform differently when dealing with different sub-categories [12].   

 

Shirajul Islam et al. proposed a machine learning approach for the detection of ASD 

at an early stage. The dataset has been sub-divided as per the medical, health, and 

social science criteria. The limitation of this work has been found to be model overfit-

ting [13]. F. Catherine Tamilarasi et al. have utilized the gray level co-occurrence 

matrix for the feature selection from the thermal face images. Among various ma-

chine learning models, SVM performs better in their experiment [14]. Our previous 

work [19] has been focused on the detection of ASD using surface morphometric 

features with Decision Trees and Random Forest machine learning models. It also 

presented the comparative analysis between left and right hemispheric surface mor-

phometric features for these models. 

 

In this work, the machine learning approach has been presented for the detection of 

ASD utilizing surface morphometric features and volumetric morphometric features. 
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Comparative analysis of Random Forest (RF), Extra Trees (ET), Linear Support Vec-

tor Machine (SVM), Non - Linear SVM, and K- Nearest Neighbors (KNN) on the 

final dataset which includes surface morphometric, as well as volumetric morphomet-

ric features towards the ASD detection, has been presented in the further section of 

this work. 

3 The proposed work 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  The flow of proposed work. 

The flow of the proposed work follows the pipelines which include the collection of 

raw MRI datasets, preprocessing, extraction of surface and volumetric morphometric 
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features, combining of the features, exploratory data analysis, ML model training, and 

classification. 

3.1 Dataset Collection 

The ABIDE-1[15] dataset collected from COINS [16] has been utilized for the exper-

imentation. Total 100 T1-weighted sMRI data has been taken for this work, which 

includes 68 ASD and 32 Controls. 

3.2 Preprocessing 

Once the dataset is collected it goes through the ‘recon-all’ pipeline of FreeSurfer 

[17]. It includes stripping off the skull, normalization of intensity, volumetric label-

ing, surface parcellation, and volumetric segmentation. The thickness of various sur-

face regions measured using FreeSurfer [17] of Desikan-Killiany Atlas [18] has been 

considered for surface morphometric features as shown in Fig.2. The volume meas-

ured from the segmented regions (such as Left-Lateral-Ventricle, Left-Caudate, Left-

Putamen, Left-Hippocampus, etc.) of the sMRI of the brain using FreeSurfer [17] has 

been considered as volumetric morphometric features. Total 103 features which is the 

combination of surface as well as volumetric morphometric features have been uti-

lized for the execution of this work. As presented in [7] the performance of the ML 

model has been improved by adding additional phenotype information to the dataset. 

The presented approach also utilizes the same approach as mentioned in [7] by com-

bining the additional phenotype data such as age at the time of sMRI scan, VIQ, and 

performance IQ (PIQ) of the person in the dataset of 103 extracted features.  

3.3 Exploratory Data Analysis (EDA) 

Once the entire extracted feature along with additional phenotype information is com-

bined, it goes through EDA. It includes finding the missing values in the dataset, re-

moving the incomplete information present in the dataset and lastly finding the Pear-

son Correlation coefficients [20] between all the features of the dataset. While execut-

ing the experiment the threshold of 0.9 (obtained after trial and error approach) has 

been kept for removing highly correlated features from the dataset. 

3.4 Machine Learning Models 

For training purposes, Random Forest (total number of decision trees = 150), Extra 

Trees (total number of decision trees =150), Linear SVM, Non-Linear SVM (degree 

=2), and KNN (number of neighbors = 6) machine models have been used. All the 

mentioned parameters have been taken into consideration after the ‘trial and error 

approach’. 
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3.5 Classification 

Once the model is trained it is ready for testing purposes. Hence, the classification has 

been performed for the detection of ASD. To evaluate the classification performance 

of the models various classification evaluation parameters such as accuracy, preci-

sion, recall, and ROC-AUC score have been calculated using the following expres-

sions: 

Accuracy =   
 TP + TN

TP + TN + FP +FN
                                                                                        (1) 

 

Precision =   
 TP

TP + FP
                                                                                                      (2) 

 

Recall or True Positive Rate (TPR) =   
 TP

TP + FN
                                                            (3)                                                      

 

False Positive Rate (FPR) =   
 FP

FP + TN
                                                                           (4)                                                                               

 

By putting the values of FPR on the x-axis and the values of TPR on the y-axis, ROC 

is plotted and then the AUC value has been calculated. 

 

 

Fig. 2. Surface parcellation using Desikan-Killiany Atlas in FreeSurfer. 
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Fig. 3. Sagittal view of volumetric segmentation in FreeSurfer. 

4 Results and discussion 

Instead of dividing the complete dataset into training and test data set, this approach 

utilizes the cross-validation method to overcome the “overfitting” problem. Dataset 

has been split into ‘k’ folds. For every iteration, ‘k-1’ folds are treated as a training 

dataset and the remaining fold has been taken as a test dataset. The number of itera-

tion depends on the number of ‘k-fold’ used in cross-validation. 

 

For each iteration, the mentioned classification evaluation parameter has been calcu-

lated. After the ‘k
th

’ iteration, the mean of these parameters has been calculated as 

shown in Table 1 to Table 5 for every ML model. 

Table 1. Classification performance evaluation of Random Forest 

k Accuracy Precision Recall ROC-AUC 

5 0.7890 0.8397 0.8800 0.8685 

10 0.8000 0.8500 0.8761 0.8700 

20 0.8100 0.8733 0.8791 0.8708 

 

Table 2. Classification performance evaluation of Extra Trees 

k Accuracy Precision Recall ROC-AUC 

5 0.8000 0.8599 0.8956 0.8740 

10 0.8099 0.8721 0.8761 0.8761 

20 0.8100 0.8775 0.8791 0.8833 
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Table 3. Classification performance evaluation of Linear- SVM 

k Accuracy Precision Recall ROC-AUC 

5 0.7000 0.7399 0.8505 0.7329 

10 0.7400 0.7918 0.8666 0.7577 

20 0.7300 0.8091 0.8166 0.7416 

Table 4. Classification performance evaluation of Non-Linear SVM 

k Accuracy Precision Recall ROC-AUC 

5 0.7100 0.8189 0.7318 0.7677 

10 0.7100 0.8488 0.7095 0.7803 

20 0.7900 0.9174 0.7750 0.8041 

Table 5. Classification performance evaluation of KNN 

k Accuracy Precision Recall ROC-AUC 

5 0.61 0.7217 0.7098 0.5647 

10 0.60 0.7063 0.6952 0.5636 

20 0.61 0.7308 0.7125 0.6020 

 

As per the results mentioned from Table 1 to Table 5, the performance of the ML 

models has been improved as the value of ‘k’ for the cross-validation increases. Ex-

perimental results show the better performance of models at k = 20.  

 

On comparing the performance of ML models at k = 20 as shown in Fig.4, the Extra 

Trees model performs superior to all the models used for the execution of the experi-

ment. After the Extra Trees model, the Random Forest model also performs well on 

the various classification evaluation parameters. It has been also observed that Non-

linear SVM performs superior to other ML models on the scale of ‘precision’. 
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Fig. 4. Graphical comparison between different ML models at k=20 in cross-validation 

approach. 

5 Conclusion 

The presented machine learning approach utilizes the volumetric, surface morphomet-

ric features along with additional phenotype information for the detection of ASD. To 

remove the overfitting problem that arises in the smaller dataset, the cross-validation 

approach has been utilized in the execution of the experiment. It has been observed 

that the performance of ML models has improved with the increase in the value of ‘k’ 

for the cross-validation. Experimental results show the better performance of Extra 

Tree and Random Forest. Non-Linear SVM also performs well in terms of precision. 

The limitation of this work is limited dataset utilization towards the execution of the 

approach. Hence, the results obtained cannot be taken as generalized findings. Future 

work will be dedicated to overcoming this limitation.  
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