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Abstract. : Collaborative filtering (CF) framework in recommendation
is a very popular technique for providing personalized recommendation.
Slope one predictor is a model based CF which has received good atten-
tion from researchers and practitioners. In this paper, we revisit the slope
one predictor to incorporate strong features of neighbourhood based CF
into it for providing personalized recommendation to users. Preliminary
results with two real world datasets are very promising. Proposed tech-
nique outperforms original slope one and its performance is at par with
a variant of slope one introduced recently.
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1 INTRODUCTION

Very popular and widely used framework in recommender system is collaborative
filtering (CF) deployed in many industries [12, 10, 11, 2, 1, 14]. These CF tech-
niques are broadly classified into two categories namely, neighbourhood based
CF and model based CF. The neighbourhood based CF method exploits asso-
ciation among the neighbours of an active user (item). However, it is unable
to capture global information (total structure) of the data. On the other hand,
model based CF is capable in capturing overall structure of the data [7]. It
creates a model out of the rating data-set using machine learning or other tech-
niques. Lemire et al [8] introduced a model based approach called slope one
which works on principle of differential popularity between pair of items. This
determines how much one item is likely to be compared to other item in the pair.
A deviation matrix for all pairs of items is computed and these matrix entries
are used for predict rating of an unknown item. This algorithm is very intu-
itive, simple and accuracy is high compare to with many complex model based
approach. Therefore, it has been gaining attention across the research commu-
nity since its introduction [8]. It has already received more than 700 citations.
Menezes et al. [9] proposed to improve the performance of weighted slope one
(WSO) (a variant of slope one algorithm) by introducing personalized weighting
scheme for a user. The slope one predictor preserves the total structure of the
data. However, it does not give importance to localized information of an active
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user unlike popular neighbourhood based CF. The deviation between a pair of
items remains unchanged across the users. We argue that deviation between a
pair of items (likeness of one item over other) can not be the same for all users
in a system.

Slope One predictor [8] does not consider the personalized deviation value for
an active user. So we propose Weighted Slope One algorithm, where our main
contribution is to calculate the deviation value between a pair of an item for
providing personalized recommendation using neighborhood concept.

The rest of the paper is organized as follows: In section 2, we discussed about
the related work, In section 3, we discussed about the background of work, in
section 4 our proposed methodology, Dataset and metric evaluation methods are
discussed. In section 5, preliminary result and discussion is done. In section 6
we concluded our paper with future work.

2 RELATED WORK

In recent development collaborative recommendation is the most well know ap-
proach in recommendation system. In traditional collaborative recommendation
algorithms predictions are performed using user similarity [3, 6]. However, the
scalability problem with user based collaborative algorithms exists, when the
rapid increase of number of users and items. Item similarity based collaborative
approach is proposed by Sarwar et al. [11] in contrast of the traditional algo-
rithms. In Sarwar et al. [11] approach, they propose an algorithm to recommend
an item to a user based on similar items rated by the same user. It overcome
the scalability problem to some extend and generate good recommendations
compared to traditional algorithms.

Gao et al. [5] claims in their work about importance of user’s recommen-
dation than others. They also claims that user must be given some weightage
with item-based collaborative filtering , including Slope One recommendations.
They achieved this by computing relative weights depend on ratings for each
users. Different literature exists for other variants of the Slope One algorithm.
An algorithm propose by Wang et al. [13] depends on Slope One and user-
based collaborative filtering to improve performance of recommending items. In
their approach they handled the missing ratings using Slope One. User based
collaborative filtering is applied after filling missing ratings to produce better
recommendations . On contrary to Wang et al. [13] Zhang [15] uses item-based
collaborative algorithm for recommendation keeping Slope One algorithm in the
same way for missing rating calculation.

3 BACKGROUND

Lemire et al. [8] introduce a concept to predict an item rating using differential
popularity. Consider A1, A2, I1 and I2 are two users and two items, respectively.
A1 gave rating 1.0 to I1 and rating 1.5 to I2 , whereas A2 gave rating 2 to I1.
Differential popularity is applied to calculate the difference between the ratings
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given for two items I1 and I2 by user A1 as shown in figure 1, difference is 0.5
( i.e. 1.5(I1) - 1.0(I2) of user A1 ). This value is used to predict rating for I2 of
user A2. From the figure it is concluded that 2.5 is the rating for I2 of user A2

to preserve the same difference.

Fig. 1. Differential popularity to predict item rating

In general, assume the group of all users denoted by A and S be the group
of all items in the system. Compute differential popularity matrix (deviation
matrix) as follows :

1. Consider for items Ii, Ij ∈ S user, A
′ ∈ A has rated RA′ ,Ii

and RA′ ,Ij
ratings.

This shows A
′∈ SIi,Ij , where SIi,Ij denotes group of all users who rated Ii

and Ij both items.
2. Calculate deviation matrix dev for all items of S :

devIi,Ij =

∑
Á∈SIi,Ij

(RÁIi
−RÁIj

)

| SIi,Ij |
(1)

3. Using calculated matrix in step 2 and the group of ratings for all users, for
item i of user A

′
, PÁ,ii

is predicted as:

PÁ,Ii
=

∑
Ii,j∈RÁ

(devIi,Ij + RÁIj
)× | SIi,Ij |∑

Ii,j∈RÁ
| SIi,Ij |

(2)

4 Proposed Methodology

In these section, we describe revise Slope One, dataset and metric for eval-
uation.
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Table 1. Datasets propertics

DataSet # User U # Item I Ratings Density (in %)

MovieLens 1M 6040 3706 1000209 4.1%

Netflix 8141 9318 196656 0.25%

4.1 Revisiting Slope One Prediction For Personalizing

In this paper, we revisit the slope one predictor [8] and propose to combine
the neighbourhood concept (retaining local structure) with slope one for
providing personalized recommendation. We propose to modify the way the
deviation between a pair of item I1 and I2 is computed in the slope one
paper [8]. To provide personalized recommendation, we associate the active
user’s neighbourhood information while computing deviation between a pair
of items.
Let I1 be the target item for an active user A and RA be the set of rated
items by the user A. We compute deviation between item I1 and a rated
item I2 ∈ RA as follows.

dev(Ii, Ij) =

∑
Á∈AIi,Ij

(RÁ,Ii
−RÁ,Ij

)× expsim(A,Á)∑
Á∈AIi,Ij

expsim(A,Á)× | Ai,j |
(3)

Let AI1,I2
be the set of users rated both the items I1 and I2. We compute

Pearson correlation coefficient (PCC) [4] (sim(A, Á)) between active user A and
Á ∈ AI1I2

. We give more weightage to the ratings obtained from the users whose
similarity value is greater than 0 while less weights for other users ∈ AI1,I2

using
Equation 3

It can be noted here that devIi,Ij varies across the users and this is person-
alized deviation value.

4.2 Dataset

This section explains the dataset used, evaluation metrics and experimental re-
sult. In this paper, MovieLens 1M and Netflix datasets are used to evaluate our
approach. The dataset description is provided in Tabe 1.

4.3 Metric For Evaluation

Mean Absolute Error (MAE) is calculated using equation 4, which is average ab-
solute error over the all redictions and smaller value indicates a better accuracy.
In equation 4, Max denotes the quantity of rating instances within the check set.
Ri and R̄i are the actual rating value and predicted rating of an active user on
an item.

MAE =

∑MAX
i=1 |Ri − R̃i|

MAX
(4)
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Root Mean Square Error(RMSE) is found using equation 5, this is another met-
ric to evaluate the accuracy and compare between predicted and actual rating.
Where, Occurrences of ratings in the test set is denoted by Max, Ri is the orig-
inal rating value and R̃i is the predicted rating. RMSE is root of squared sum
of error value.

RMSE =

√
(
∑MAX

i=1 |Ri − R̃i|)2

MAX
(5)

Precision is calculated using equation 6 which is defined as the fraction of
the number of relevant items by the total number of recommended items.

Precision =
|LR ∩ Lrev|

LR
(6)

Where |LR ∩ Lrev| denotes the common items which are recommended and rel-
evant both. LR denoted the Number of recommended items. Whereas, the ratio
between the number of recommended relevant items to the total number of rel-
evant items in the system is called as Recall (equation 7). But, with respect to
recommender system, recall value is prejudiced and highly depends on the total
number of relevant items rated by each user.

Recall =
|LR ∩ Lrev|

Lrev
(7)

F-measure is defined (equation 8) as the ratio of the precision with multiply by
recall and addition of recall and precision

Fmeasure =
2 ∗ Precision ∗Recall

Precision + Recall
(8)

If Number of Relevant item and recommend item in test set be equal then all
three value (precision, recall, F-measure) will always be same. Generally it does
not happen because of large dataset.

5 Experimental Results and Comparison

We discuss the experimental setup, results and comparison with the existing
model Weighted Slop One(WSO)[8] and Linear Weighted Slope One Function
(LIUSO) proposed by Danilo Menezes et al [9]. The Datasets are divided into
parts 80% in training set and 20% in test set respectively. Linear Weighted Slope
One Function(LIUSO) which was calculated using equation 9 , where MaxMAE
value is 5, because 5 is the maximum rating value and MAEA,Ii is computed
using equation 10. This equation used only in training dataset not use in test
dataset. We implemented the proposed approach and tested on MovieLens and
Netflix dataset.

ItemUsefulnessA,Ii = MaxMAE −MAEA,Ii (9)
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MAEA,I =

∑
´I∈RA(|(RA,I−devÍ,I)−RA,Í |)

| RA |
(10)

In the experiments for each user the relevant thresholds are considered in
two ways. In the first way, the item ratings whose values are greater than the
user mean rating are considered as relevant because some user are biased to rate
the item with low ratings and aggregate item prediction is likely to be relevant
item for this kind of user considered in Table 3 and 5. In the second approach,
the rating instances whose actual rating value is greater than 4 are considered
as relevant items shown in Table 2 and 4. Generally, in recommender system
rating value 4 or above 4 considered as a good rating in scale 1-5. The results
shows that the proposed approach outperforms for slope one predictor in terms
of precision, recall and F1-measure.

From Table 2, we can observe that MAE and RMSE of the proposed approach
are 0.6984 and 0.8888 respectively, which are lesser than WSO ( 0.7081 and
0.9008 ), LIUSO ( 0.7045 and 0.9016 ). F1-measure of the Proposed approach is
better then WSO and LIUSO by 3.78% and 1.23% respectively. For the threshold
value is equal to user mean rating, F1-measure is better then 2.13%, LIUSO
0.52% shown in table 3.

Table 2. Results on Netflix Dataset,threshold rating=4

Metric WSO LIUSO
Proposed
Approach

MAE 0.7081 0.7045 0.6984

RMSE 0.9008 0.9016 0.8888

Precision 85.43% 84.29% 85.77%

Recall 36.46% 39.14%. 40.15%

F1-measure 51.11% 53.46% 54.69%

Table 3. Results on Netflix Dataset,threshold rating=user mean rating

Metric WSO LIUSO
Proposed
Approach

MAE 0.7081 0.7045 0.6984

RMSE 0.9008 0.9016 0.8888

Precision 66.86% 66.40% 67.69%

Recall 61.41% 64.87%. 64.68%

F1-measure 64.02% 65.63% 66.15%

From table 4 we can see, the MAE and RMSE values on MovieLens dataset
with different threshold values are 0.6990 and 0.8840 respectively, which are
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lesser than WSO ( 0.7033 and 0.8892 ) and LIUSO ( 0.7003 and 0.8898 ). The
proposed approach outperforms in terms of F1-measure over WSO and LIUSO
by 3.22% and 0.35% as shown in table 4, and 1.92% and 0.85% as shown in table
5.

Table 4. Results on ML Dataset,threshold rating=4

Metric WSO LIUSO
Proposed
Approach

MAE 0.7033 0.7003 0.6990

RMSE 0.8892 0.8898 0.8840

Precision 86.49% 85.89% 86.81%

Recall 41.29% 43.65%. 43.81%

F1-measure 55.89% 57.88% 58.23%

Table 5. Results on ML Dataset,threshold rating=user mean rating

Metric WSO LIUSO
Proposed
Approach

MAE 0.7033 0.7003 0.6990

RMSE 0.8892 0.8898 0.8840

Precision 69.92% 69.55% 70.33%

Recall 67.92% 70.42%. 71.35%

F1-measure 68.91% 69.98% 70.83%

6 CONCLUSION AND FUTUREWORK

The traditional slope one predictor approach is modified to accommodate user
neighbourhood features while computing the deviation matrix to provide the per-
sonalized recommendations. Proposed approach shows better result for threshold
values - user mean rating, 4 respectively than LIUSO and WSO. The promising
results encourage us to extend this work by incorporating effective neighbour-
hood computation strategies in the future.
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