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Abstract—Human actions are challenging to recognize as it
varies its shape from different angle of perception. To tackle
this challenge, a multi view camera set up can be arranged,
however, it is not cost effective. To handle this issue, a multi
stream deep learning network is proposed in this work which is
trained on different 3D projected planes. The extracted projected
planes which represents different angle of perception, are used
as an alternative to multi view action recognition. The projected
planes are such that they represents top, side and front view
for the action videos. The projected planes are then fed to a
three stream deep convolutional neural network. The network
uses transfer learning technique to avoid training from scratch.
Finally, the scores from three streams are fused to provide the
final score to recognize the query video. To evaluate the proposed
work, the challenging KTH dataset is used which is widely used
and publicly available. The results show that the proposed work
performs better compared to state-of-the-art techniques.

Index Terms—Convolutional neural network, projected planes,
score fusion, transfer learning.

I. INTRODUCTION

The motivation behind human action recognition (HAR) is
to extract human behavior from a scene automatically to detect
abnormality during surveillance. The example of some of the
abnormal situations are illegal entry to restricted area, fighting,
accident etc. The present surveillance architecture is totally
dependent on human security personnel to analyze the camera
output. It needs careful observation and tedious 24×7 human
resource availability. If the security personnel becomes sleepy
or careless, he/she may skip some abnormal happenings as
illustrated in Fig. 1. Thus, it motivates the machine learning
and computer vision researchers to develop an automatic HAR
paradigm, which can reduce burden from security personnel.
The developed HAR can also be applicable in recognizing
patient’s behavior in health care.

In literature, the techniques for HAR can be divided into
two categories according to the feature extraction approaches :
HAR through handcrafted feature [1]–[4] or automatic learned
deep features [5]–[7]. The work of [1] represents an action
video by extracting spatio-temporal interest points (STIPs).
HOG [2] and HOF [3] features are used for the holistic
representation of an action as well as representation of local
video patches. Trajectory based HAR is reported in [4]. A
single view is not sufficient to handle the action variabilities
as reported by [8]. Therefore, they have proposed a view
invariant feature which is insensible to camera view point.
G. Yu et al. [9] have represented the action videos through
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Fig. 1: An illustration of application of HAR in real time
environment.

STIPs and described the local interest points by 2D HOG
and HOF. Recently, deep learning techniques are providing
better performance in HAR paradigm. To extract temporal
relationships in an action, S. Ji et al. [7] have proposed a 3D
convolution technique in deep learning. Krizhevsky et al. [5]
have developed AlexNet architecture for image classification
and trained the network with ImageNet dataset.

From the literature, it is clear that the reported algorithms
have not taken any special attention to distinguish closely
related actions. Deep learning networks such as convolutional
neural network (CNN) have produced better performance.
However, adjusting the kernel weights to distinguish closely
related actions is a tedious task. The closely related actions can
be viewed differently from different view angle. However, to
set up a multi-camera multi-view set up is not cost effective.
To overcome this challenge, a HAR algorithm is developed in
this work which is based on training of a three stream deep
CNN on extracted projected planes representing top, side and
front view. Projected planes are extracted from background
subtracted action frames by projecting them onto a single
plane. Thus, it can be theorized that projected planes are ex-
tracted to analyze the action shape from different view points.
The projected planes are fed to three pre-trained AlexNet
separately to finetune the weights through transfer learning.
These three trained network on different projected planes are
used during testing for action recognition and score generation.
Finally, scores from all the three networks are fused to provide
the final recognition score. The work is evaluated on well
established KTH dataset and compared with state-of-the-art
techniques.
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Fig. 2: Block diagram of the proposed three stream deep network for HAR.

Remaining paper is structured in three further sections.
The proposed work is explained in section II. The developed
algorithm is evaluated on benchmarked dataset and discussed
in section III. Finally, the work of this paper is concluded in
section IV.

II. PROPOSED FRAMEWORK

The block diagram of the proposed three stream deep
network is depicted in Fig. 2. The overall procedure is divided
into two parts: extraction of different projected planes and
training of deep networks on these extracted planes. Three
type of projected planes are extracted to represent top, side and
front view of the action video. These three projected planes
are used to train a three stream network for HAR. Finally, the
scores from three stream are fused to provide the final score
for action recognition.

A. 3D-projected planes

The projected planes are extracted from the action video
which symbolizes different view angles. Action is a 3 di-
mensional data which can be viewed from top (YT plane),
front (XY plane) or side view (XT plane) [10]. The different
view planes for an object is illustrated in Fig. 3. The closely
related actions such as run, jog, and walk can be described
distinguishably by leveraging XT and YT planes as the actions
are only separated by speed not by shape. The procedure
extracts human silhouette from each frame and then project
it to corresponding view planes to describe an action. The
advantage of XT and YT projected planes can be explained
through the Fig. 4. From the figure it is clearly observed
that, the XT plane provides information about the duration
of action happening. Similarly, YT plane gives the duration
which can be distinguished by the angle of the white patch.
For comparison, same number of action frames are considered
for all three actions to form XTP and YTP. As running is
the fastest among the three actions, its action duration is the
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Fig. 3: Illustration of different view planes for an object such
as front view, top view and side view projected onto a single
plane.

lowest as shown in Fig. 4(d). Similarly, if top view or YTP
is analyzed, it can be seen that running action ends faster and
thus, its slope of white patch is less compared to other actions.
The detailed algorithm for constructing of XTP, XYP and YTP
is shown in Algorithm 1.

B. Three stream network with transfer learning

Deep learning architectures are most effective techniques
to train action frames or action videos. However, the training
needs huge training data to learn the kernel weights effectively.
Training on small training data will lead to overfitting of
the network. To handle this problem, transfer learning tech-



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 4: Extracted XT and YT projected planes alongwith
original action frames. (a-c) original action frames of run jog
and walk, (b) projected XT planes for run jog and walk, (c)
projected YT planes for run jog and walk.

nique [6] can be helpful. The technique leverages the learned
knowledge of a pre-trained deep learning network, trained
on bigger datasets. In our proposed work, AlexNet is used
for transfer learning purpose. The proposed technique uses
three pre-trained AlexNet and finetunes their weights through
XTP, XYP, YTP. The AlexNet is chosen over other complex
and good deep architectures because of its simplicity and low
complexity. The AlexNet architecture contains 5 convolution
layers and 3 fully connected layers. For transfer learning,
the final fully connected layer along with classification and
softmax layer are replaced according to the new experiment.
The detailed architecture of the AlexNet architecture is shown
in Table I.

C. Score fusion technique

The score fusion technique fuses the scores from three
different streams to provide the final recognition score. Let,
SXT , SY T , SXY be the scores generated from three streams.
Then, the final score is generated as follows:

Sfinal = αSXT + βSY T + γSXY (1)

Here, α+ β + γ = 1. The values are adjusted in such a way
that it provides better result.

III. RESULTS AND DISCUSSION

The proposed technique is evaluated on KTH dataset [11]
which contains similar actions like ‘run’, ‘jog’, and ‘walk’.
The other actions of the dataset are ‘punch’, ‘clap’, and ‘hand
waving’. The total number of action videos in KTH dataset are
598 as each class is having 99-100 videos. Each action class
comprises of actions from 25 different persons in indoor and
outdoor environments. During training, actions of 16 persons
are fed to the proposed architecture. The testing dataset is

Algorithm 1: Extraction of 3D projected planes

Initialize: V(X,Y,T) as the human action video;

Procedure Frames binaralization(V (X,Y, T ))

while i < T do
D(i) = MedianFilter(V (:, :, i+ 1)− V (:, :, i));
i = i+1;

end

Procedure XT ProjectedP lane(D(X,Y, T ))

XTP=zeros(X ,T );
for l=1:T do

Step 1 : Select the action frame D(: , : , l)
Step 2 : Add pixels of all columns in a row
Step 3 : Save it to XTP(: , l)

end

Procedure Y T ProjectedP lane(D(X,Y, T ))

XTP=zeros(T ,Y );
for l=1:T do

Step 1 : Select the action frame D(: , : , l)
Step 2 : Add pixels of all rowss in a column
Step 3 : Save it to YTP(: , l)

end

Procedure XY ProjectedP lane(D(X,Y, T ))

XYP=zeros(X ,Y );
for l=1:T do

Step 1 : Select the action frame D(: , : , l)
Step 2 : Add it to XYP

end
Step 3 : Normalize XYP

comprising of the actions of rest 9 persons. All the experi-
mentation work is carried out in MATLAB 2018a platform
with windows 10 operating system. The implementations are
boosted by the use of NVIDIA Quadro M4000 8GB GPU
card.

The discussion starts with the confusion matrix of the KTH
dataset provided by the proposed three stream technique.
The diagonal cells contains the accuracy of the each action
class i.e. true positive (TP). The column cells except diagonal
cells are false positive (FP) values. Similarly, the row cells
represents the false negative (FN) values. The accuracy is
calculated by dividing total number of testing action videos
to correctly recognized action videos. The overall accuracy
is found to be 92.01% for the proposed algorithm. From
confusion matrix, it is clear that the ‘walking’ action is better
classified. However, some of the closely related actions (run,
jog, walk) are still being confused with each other. As a result
the overall accuracy is decreasing.

The better recognized action class can not be decided only
by accuracy parameter. Other parameters like sensitivity (Sen),
specificity (Spe), and precision (Pr) are calculated for each
class as follows:

Sen =
TP

TP + FN
× 100 (2)



TABLE I: AlexNet architecture with layer details used for transfer learning.
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Fig. 5: Confusion matrix for the KTH dataset for the proposed
technique.

Spe =
TN

TN + FP
× 100 (3)

Pr =
TP

TP + FP
× 100 (4)

The calculated parameters for each action class are shown as
a bar diagram in Fig. 6. For ‘Clapping’ action, the specificity
and precision values are 0.9958 and 0.9788 respectively which
are better compared to other classes. The sensitivity value
is also comparable to other classes which concludes that the
‘Clapping’ action is the better recognized class.

The result of the proposed method is compared to state-of-
the-techniques [8], [9], [12], [13] in Table II. K.P. Chou et al.
[8] have worked towards view invariant features when multi
view human action are there. G. Yu et al. [9] have used tree
structures to index the local features. They have used local
2D HOG and HOF features in their work. 2D features and
view invariant features are not having any special approach
to distinguish the actions differentiated by action time. The
reported techniques in [8], [9] have not taken any special

Fig. 6: Classwise statistical indices for each action class of
KTH dataset.

care to handle the closely related actions. In this work, view
based projected planes are extracted and used to train separate
AlexNet networks to finetune their weights. The effect of
combinations of XT, XY and YT planes are studied in this
proposed work. An overall accuracy of 92.01% is achieved
from the proposed method which is better compared to the
state-of-the-art techniques.

TABLE II: Comparison of action classification on KTH dataset
with state-of-the-art methods using proposed technique

Method Accuracy (%)

Ikizler-Cinbis et al. [12] 81.17

Wu et al. [13] 83.30

K P Chou et al. [8] 90.58

Yu et al. [9] 91.80

Proposed method 92.01

IV. CONCLUSIONS

In this paper a three stream CNN is proposed which is
trained on 3D projected planes. The 3D projected planes are
used as the alternative to multi-view action recognition. Three
types of projected planes are extracted such as top view or
YTP, side view or XTP and front view or XYP. The transfer
learning technique on pre-trained AlexNet network is carried



out to fine tune its weights. The trained network is then used
to recognize human actions. Score fusion technique is used
to fuse three scores from three stream to provide the final
recognition score. The work is evaluated on publicly available
KTH dataset. An performance accuracy of 92.01% is achieved
with the proposed technique which is better compared to state-
of-the-art techniques.
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