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Abstract—In the field of behavioral biometric, signature ver-
ification is most referenced procedure for authentication of a
person. A signature is considered to be the ‘“seal of approval” for
verifying the approval of a user and remains the most preferred
means of authentication. This verification system mainly aims
at verifying the discriminating the forged signature (forged
by an imposter) from the genuine signatures. In this paper,
Convolutional Neural Networks (CNN) have been utilized to
learn features from the pre-processed genuine signatures and
forged signatures. The CNN used is inspired by Inception V1
architecture(GoogleNet). The architecture uses the concept of
having different filters on same level so that the network would
be wider instead of deeper. In this paper, the proposed model is
tested on few publicly available datasets such as CEDAR, BH-
Sig260 signature corpus, and UTSig.
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I. INTRODUCTION

A signature is a handwritten (and often stylized) depiction
of someone’s name, nickname, or even a simple “X” or other
mark that a person writes on documents as a proof of identity
and intent. It acts as a proof of an individual. The writer
of a signature is a signatory or signer. Signatures have been
a significant piece of human innovation and character for
truly thousands of years, and in advanced we use them to do
everything from sign receipts to authenticate documents, sign
autographs and write birthday cards.

In this modern era, biometrics is applied on every domain
for security purpose. The point of such frameworks is to per-
ceive an individual dependent on physiological or behavioral
traits. The proof is finished by estimations of natural traits, for
example, the unique finger impression, face, iris, and so forth.
The later case is concerned with behavioral traits such as voice
and the handwritten signature. Biometric systems are mainly
employed in two scenarios:

1)  Verification, and
2) Identification.

In the first case, the user provides a biometric sample and
claims his/her identity. The verification system checks for the
authenticity of the user. The situation is different in the case
of identification. The main objective in case of identification
is to recognize an individual from the available batch.
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Signature verification systems automatically distinguish if
the biometric sample is really of a claimed individual. They
are used to categorize query signatures as genuine or forgeries.
Forgeries are commonly categorized into three types:

1)  Random forgeries
2)  Simple forgeries
3)  Skilled forgeries

The random forgeries cases are the ones in which the imitator
is devoid of any information about the user or the signature.
The imitator uses his/her own signature to commit forgery. The
signature produced is different in the semantics and overall
has a different style to it. The simple forgeries are the ones
in which the imitator has a vague idea about the name but is
devoid of the signature format. This case may resemble a bit
with the real signature, mostly those cases in which the users
use their full signatures. The skilled forgeries are the ones in
which the imitator has an idea of the users name as well as
the users signature. They observe and practice reproducing the
same signature time and again. These forgeries have lot many
similarities to the genuine signatures and are really tough to
distinguish.

Signature verification systems are sub categorized into
two groups: Online (dynamic) and Offline (static). When the
signature is being produced, the motion of the stylus is taken
into account in the Online method. It also uses the location,
pressure exerted by the pen, speed at which the signature is
done and the acceleration produced as functions of time. The
dynamic features are unique to each individual and also repeat
themselves over the course of the duration. The algorithms
analyse the shape created, the stroke order, the speed achieved,
the pen pressure and the timing information captured while
signature is being done. The method used in the offline
verification process is different. Here, the signature acquisition
is done only after the writing process is over. Digital image is
used for representation of the signature.

Signature Verification System (SVS) helps in recognizing a
customer by offering the organization the signature or customer
image to an operator. The easiest and most secure identification
method is hand written signature. Signatures have always
played a significant role in many sectors which are as follows:

1)  Financial,
2)  Commercial and
3) Legal transactions.
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Fig. 1. Feature categories

In this paper, we focus on the geometric features based
on gray scale information from image containing handwritten
signatures.

The remainder of this paper is organized as follows: Section
II reviews the related work on signature verification. Section
IIT provides the proposed algorithm. Section IV presents and
discuss the results of our experiment. Section V concludes the
paper and describes the future scope.

II. RELATED WORKS
A. Pre-Processing

Likewise with most pattern recognition issues, pre-
processing assumes a significant job in signature check. Sig-
nature samples may exhibit varieties as far as pen thickness,
scale, pivot, and so forth., even among genuine signatures of
an individual. This step removes noise and converts the image
to the desired format. According to Han [7], this step removes
background, performs thresholding, noise cleaning, etc.

B. Feature Extraction

Offline signature verification has been examined from
many perspectives, yielding numerous choices for feature
extraction [14], [6], [8], [13], [21]. As shown in Fig. 1, the
parameter feature extraction are of two types: Global and Local
features. Global features considers the signature as whole and
it includes features such as height, width, skew angle, and
many more. Where as local features are so-called because of
their relation to each point of the signature and it describes a
part of image. The local features are obtained by segmenting
the image or using grids over the image to get features from
each grids.

The overall shape of the signature can be obtained from the
geometric properties which incorporates essential descriptors,
for example, the basic geometric property of the signature like
width, height or properties related to the overall signatures.
Increasingly unpredictable descriptors incorporate the tally
of endpoints and closed loops [2]. As shown in Figure 2,
Signature height, Width, Image area, Maximum horizontal pro-
jection, Maximum vertical projection, Number of edge points,
Number of closed loops, Vertical center of the signature,
Global slant angle, Local slant angle are common features
used. The grip representation of the signature to extract few
features from the local cells in the grid is also one of the
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Fig. 2. Feature extraction steps: (a) preprocessed signature and (b) height,
(c) maximum vertical histogram, (d) maximum horizontal histogram, (e)
horizontal center, (f) vertical center, (g) horizontal local maxima numbers,
(h) vertical local maxima numbers, (i) edge points, (h) grid features of the
signature.

used methodologies used by researchers for the verification.
For instance, utilizing the pixel thickness inside cell [2].
Graphology or graphometry as defined as analysis of physical
characteristics and patterns of handwriting are commonly used
by forensic document examiners for detecting the authenticity
of the signer. Graphology and graphometry features were
investigated by Oliveira et al [9]. They selected few features
in respect to differentiate the signature and proposed a feature
vector for the following static features:

1)  Calibre - Ratio of height of the signature to width of
the signature.

2)  Spacing - describing empty spaces between strokes.

3) Alignment to baseline - describing the angular dis-
placement to an horizontal baseline.

The geometric feature extractor or hand-engineered feature
extractor have been used less in the recent years because of the
rise of the Deep Learning models for classification. Rantzsch
et al. [15] used metric learning by calculating the distance
between the signatures in a writer independent approach.

Amir Soleimani et al. [18] proposed Deep Multitask Met-
ric Learning (DMML) which uses the knowledge from the
similarities and dissimilarities between the genuine and forged
samples of other classes too. They have mixed the concept
of Writer-Independent and Writer-dependent approaches mul-
titask and transfer Learning with Discriminative Deep Metric
learning (DDML) method.

III. PROPOSED MODEL

In this paper, features are learned from the signatures and
make feature set, train the model for a writer independent
classifier and then evaluate the model from the test set. In
this work, writer independent features for each user have been
trained using the Convolutional Neural Network. Convolu-
tional neural networks have been used to exploit the fact the
forged signature and genuine differ from some key points.

Here, the genuine and forged signature are considered as
two classes. The inherent properties of a handwritten signature
are the main features that has to be extracted for feature space.
Accordingly, the train classifiers for both the classes with
the aim of finding the unique differences, using this feature
space, that model the characteristics of each user. We consider
two preprocessed images of the signature and then use an
architecture which is inspired by GooglLeNet(Inception V1)
[19] architecture as shown in Fig. 3.



Set of handwritten
signatures

|

‘ ‘ Filtered signature ‘

Pre-processed
Original Signature

L[ Input Layer JJ

Tevees
= %

Max-posling

CNN inspired by InceptionV1

[ Classification J

Fig. 3. The Proposed algorithm

A. Pre-Processing

The sample signature images are pre-processed with dif-
ferent filters, so that CNN can learn the image properly. In the
processing section, two images from the original signature are
being generated which is fed to the network.

1) Filtered Signature: The image is transformed into
grayscale image for better understanding since color doesn’t
matter in signature. The image is passed through a dilate filter
using a kernel size of 3x3 and then through a Gaussian blur
to reduce the noise. The image has been binarized using the
Otsu methodology [10]. After applying the above filters, the
edges get prominent, so the signature area is extracted using
drawing a rectangle along the signature. Further, the image is
resize to 256 x 128. The contour is found out from the signature
to highlight the edges of the signature. As shown in Fig. 4,
the normalized image is fed to the CNN.

2) Grayscale Signature: Similar to the filtered signature,
the image is transformed to grayscale image for better under-
standing. From the grayscale image, the signature is extracted
along the same dimension of the rectangle found in the first
image. Then the image is resize to 256x128. The extracted
image is normalized as shown in Fig. 5 and is fed to the CNN

B. Writer Independent CNN Training

Convolutional Neural Networks are commonly used for
the problems like signature which needs classification. The
CNN architecture have smaller number of trainable parameter
which makes then better to use for this case. The limitation
that we can reduce the signatures image above some thresh-
old of losing the particulars of the signatures makes CNN

Fig. 4. The filtered signature

Fig. 5. The grayscale signature

architecture favourable for this problem statement. We also
note that this type of architecture shares some properties with
handcrafted feature extractors used in the literature, as features
are extracted locally (in an overlapping grid of patches) and
combined in non-linear ways (in subsequent layers).

Inception V1 was a significant achievement in the im-
provement of CNN classifiers. Before its commencement, most
prominent CNNs simply stacked convolution layers deeper and
deeper, wanting to show signs of improvement execution. On
the same level, the networks has more than one filters parallel
which makes it more “widers” rather going than deeper like
previous networks. The authors designed the inception module
to reflect the same. The below Figure 6 is the “naive” inception
module. The convolution happens with three sizes of filter
(Ix1, 3x3, 5x5) on same level along with a max pooling.
The outputs from this wider layer are concatenated and feed
as input to next layer.

In the below architecture, we use the inputs of both the
genuine and forged signatures for the feature learning process.
The approach considers the forgeries as one class and genuine
signature as another class.

Filter
concatenation

_— | ——

1x1 convolutions

3x3 convolutions 5x5 convolutions 3x3 max pooling

Previous layer

Fig. 6. The Inception V1 Ideology [20]
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Fig. 7. The proposed CNN Inception Network

TABLE 1. INCEPTIONSVGNET MODEL SUMMARY

Layer (type) Output Shape Number of Param-
eters
Input (None, 128, 256, 2) 0
1_convl,1_conv2, (None, 128, 256, 8208,2064,528,144
1_conv3,1_conv4 16)
concatenate_1 (Concate- (None, 128, 256, 0
nate) 64)
dropout_1 (Dropout) (None, 128, 256, 0
64)
average_pooling2d_1 (None, 64, 128, 64) 0
(pooling)
2_convl,2_conv2, (None, 64, 128, 24) 393240,98328,
2_conv3,2_conv4 24600,6168
concatenate_2 (Concate- (None, 64,128,96) 0
nate)
dropout_2 (Dropout) (None, 64,128,96) 0
average_pooling2d_2 (None, 32,64,96) 0
(pooling)
3_convl,3_conv2, (None, 32,64,32) 786464,196640,
3_conv3,3_conv4 49184, 12320
concatenate_1 (Concate- (None, 32,64,32) 0
nate)
dropout_3 (Dropout) (None, 32,64,32) 0
average_pooling2d_3 (None, 16,32,128) 0
(pooling)
f_convl,dropout_4 (None, 16,32,64) 131136,0
(Dropout)
average_pooling2d_4 (None, 8,16,64) 0
(Flatten)
flatten1 (Flatten) (None, 8192) 0
f_densel (None, 256) 2097408,0
(Dense),dropout5
(Dropout)
f_dense2 (Dense), (None, 256) 65792,0
dropout6 (Dropout)
dense_final (Dense) (None, 2) 514
activationl (Activation) (None, 2) 0
Total Parameters 3,878,178

C. InceptionSVGNet Architecture

We have used an architecture inspired by Inception
Model(GoogLeNet). Figure 7 shows the layer which is used for
widening the network instead of going deeper. We have used
3 such layers in the network with filter numbers as 16,24 and
32 as shown in the Figure 8(n denotes filter number). There
are 4 convolutional layer with kernel size as 16x16, 8x8, 4x4
and 2 x2 respectively. After the three wide layers, we have one
more convolutional layer with 16 filters along with 2 flatten
layers and 3 dense layer. At the end, by using the softmax we
have done the classification. The Table I shows the detailed
CNN Model summary along with the parameters.

IV. EXPERIMENTS

InceptionSVGNet has been evaluated on four most used
datasets in this field of research, viz., (1) CEDAR, (2) BH-
Sig260 signature corpus (3) UTSig [17].

A. Dataset

1) CEDAR: 1t contains signatures of 55 signers having a
place with the different social and expert background. Here for
every user, 24 forged signatures and 24 genuine signatures are
considered.

2) BHSig260: This dataset contains Hindi and Bengali
language signatures. This has 100 signers from Bengali and
around 160 from Hindi therefore a total of 260 signers. Each
user comprises of 24 genuine and 30 forged signatures.

3) UTSig: UTSig dataset comprises of signature signed
in Persian language and contains a total of 8280 signatures.
There are 115 individuals whose signatures are recorded. For
each individual, there are 27 genuine signatures and 45 forged
signatures.

B. Experiment Protocol

The Convolutional Neural Networks are trained on a set
L. (denoting Learning set for classification) consisting of K
users for each dataset. We monitor the progress on a validation
set V. (Validation set for classification). The dataset has been
split into 70% of the signatures for training, and 30% for this
validation set and test set. The batch size is 160 and dropout
rate is 0.5.

C. Experimental Setup

For the above experiments to be conducted following
computational setup were done.

1)  System Configuration : The CPU platform is Intel
Skylake which has 8 vCPUs, 32 GB memory. GPU
used is NVIDIA Tesla V100. The above configuration
has been set up in Google Cloud Platform(GCP).

2)  Operating System: Debian GNU/Linux 9.7

3)  Software Package: Jupyter Notebook for Python
Scripting, Numpy, Scikit-learn [12], OpenCV [3],
Tensorflow [1] and Keras [4].

D. Results & Discussion

From Table III, it is evident that for most of the dataset our
network has outperformed the other methods. In the case of
CEDAR dataset, our model has the same accuracy as the other
methodology. The major significant improvement has been
seen in the Bengali and Hindi dataset in which accuracy has
significantly improved. UTSig is a challenging dataset which is
at par with the existing network. Overall, the InceptionSVGNet
has performed well in the above conditions set for it.



TABLE II. COMPARISON OF THE INCEPTIONSVGNET WITH THE
STATE-OF-THE-ART METHODS ON VARIOUS SIGNATURE DATABASES

Database State-of-the-art Methods #Signers Accuracy FAR FRR
Graph matching (Chen 55 92.10 8.20 7.70
and Srihari [16])

CEDAR Dutta et al. [5] 55 100.00 0.00 0.00
InceptionSVGNet 55 100.00 0.00 0.00
Pal et al. [11] 100 66.18 33.82 | 33.82

Bengali Dutta et al. [5] 100 84.90 15.78 | 14.43
InceptionSVGNet 100 97.77 3.88 2.22
Pal et al. [11] 100 75.53 24.74 | 24.47

Hindi Dutta et al. [5] 100 85.90 13.10 | 15.09
InceptionSVGNet 100 95.40 6.38 3.33

UTSig Amir Soleimani et al. 115 84.04 16.15 | 12.96
[18]
InceptionSVGNet 115 80.44 23.34 | 14.01

V. CONCLUSION AND FUTURE SCOPE

Throughout the most recent decade, there are many strate-
gies for Offline Signature Verification. While recognizing
genuine signatures and forged signatures remains a difficult
task, false acceptance rates have dropped fundamentally in the
most recent couple of years because of progressions in Deep
Learning. We presented different formulations for learning
representations for offline signature verification. Analyzing the
above results, it shows that Convolutional Neural Networks is
better for classification of signature. The intuition to classify
between genuine signatures and forgeries (regardless of the
user), by learning the visual cues has improved the accuracy.
The significant improvement in the accuracy is also due to the
new architecture inspired from GoogleNet which worked more
widely than going into deeper. Hence from the above exper-
imental results, it is clear that due to the InceptionSVGNet
Architecture is more efficient in identifying patterns in image
by using the wider networks.

This pattern will proceed for future work, with researchers
proceeding to investigate better feature set (using Deep Learn-
ing networks), and approaches to improve arrangement with
limited number of tests. Techniques based on ensembles of
classifiers, specifically methods for dynamic choice are like-
wise encouraging procedure in this field.
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