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Abstract—The objective of human action recognition is the
interpretation of ongoing events and context from video data for
automated systems. In this paper, motion history image (MHI) is
used as the region of interest (ROI) of action during the training
phase to recognize human actions effectively. Therefore, the
extracted spatio-temporal interest points (STIPs), that are used
to train the classifier model, are free from noisy interest points
due to the clutter background and illumination changes. After
extracting the STIPs, the histogram of oriented gradient (HOG)
and histogram of optical flow (HOF) features are calculated for
the video patches extracted around the STIPs. Action recognition
is performed by calculating mutual information of each STIP
with respect to all the action classes provided in the training
dataset. Mutual information is calculated by using random forest
voting. The trees of random forest are built through proposed
semi-supervised learning. The tree nodes are split by using
unsupervised learning upto a certain predefined depth of the
tree by taking the maximum variance of feature differences
of the hypothesis. Next, the splitting process of the nodes is
carried out by binary error minimization technique based on
supervised learning. The experiments are performed on the
standard KTH dataset. The performance of proposed technique
is 95% which is better compared to earlier reported methods.
Further, similar action classes from Weizmann dataset are tested
on the same KTH trained forest model and the results are
relevantly comparable with the state-of-the-art methods.

Keywords: Motion History Image, Mutual information, Ran-
dom Forest, Region of Interest, Semi-Supervised learning,
Spatio-Temporal Interest Points

I. INTRODUCTION

Human action recognition (HAR) is one of the core research
areas in the field of computer vision and pattern recognition.
HAR finds many applications like video surveillance in secu-
rity systems, sports video analysis to take critical decisions
for umpire or referee and human computer interaction for
automated systems. HAR is a very challenging task because of
background clutter, illumination changes, intra class variations
and also processing of large video data. Human action com-
prises of moments from many body parts. Different actions
contain similar body part moments which increases the action
recognition complexity.

Many algorithms in literature are reported for human
action recognition (HAR). Initially, HAR was developed based
on object detection in the video data followed by object
tracking and template matching [1, 2]. However, tracking of

object is not an easy task in crowded scenes. Also template
matching is computationally not efficient. Spatio-temporal
patterns [3, 4] are used to represent the action in a video
sequences. Ivan Laptev et al. [3] extended the Harris spatial
interest point detection for the image data to spatio-temporal
interest point detection for 3D video data. A silhouette based
view independent motion history image (MHI) [5] is proposed
for human action recognition. MHI is robust in representing
action moments. 3D shape invariant feature transform (SIFT)
is proposed by Scovanner et al. [4] which is an extended
work to 2D SIFT descriptor. BLOB (Binary Large OBject)
[2, 6] is used to represent motion object in a video for human
action recognition. Histogram of oriented gradient (HOG) [7,
8], Histogram of optical flow (HOF) [9, 10] are computed
as features. Nearest neighbor [11] algorithm, support vector
machine (SVM) [12, 13] are used for solving the classification
problem in earlier methods. In this paper, a random forest [14,
15] voting based classifier technique is employed for multi
class action recognition.

The extracted spatio temporal interest points contains
noisy points. The noisy STIPs are due to the clutter back-
ground and illumination changes which affect the performance
of the recognition paradigm. In order to eliminate the noisy
points from the extracted STIPs, region of interest (ROI)
of motion history image (MHI) [5] is adopted in proposed
method. During the training phase, only the STIPs which are in
the ROI of MHI are considered. Hence, the STIPs due to noise
are not present in the training dataset points. During testing no
ROI of MHI is employed and the noisy STIPs can be handled
by discriminative voting [1]. It also discriminate intraclass
variations. The defined STIPs are described by HOG and HOF
features. Now, the feature vector can be used for classification
through random forest technique. The classification can be
unsupervised [16] or supervised [1] learning. In unsupervised
learning, feature vector splits at any node of trees according to
the variance of feature difference. After reaching certain depth,
when variance is not distinguishable to split, the method fails.
Upto the predefined depth of tree unsupervised learning is
used to train the tree. After reaching predefined depth of tree
the training changes to supervised learning process. Hence, the
proposed algorithm got good properties of both supervised and
unsupervised learning.
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The remaining paper is organized as follows: Section II
describes about the details of proposed methodology. Section
III discusses the experimental results and comparison of per-
formance with earlier reported methods. Finally section IV
concludes the discussion.

Fig. 1. Overview of random forest classifier based action recognition

II. METHODOLOGY

The overview of human action recognition algorithm is
shown in Fig. 1. During training, the STIPs are extracted from
the training video data. Next, the extracted STIPs are passed
through the region of interest of MHI. Hence, the noisy points
are eliminated from the extracted STIPs. Further HOG, HOF
features are computed for the resulted STIPs video patches.
A random forest is built by using proposed semi-supervised
learning technique from the feature data space. At the time of
testing, STIPs are extracted from test video but the region of
interest of MHI is not used. Hence, the test data contains noisy
points which are handled by discriminative voting score [16]
when passed through the decision trees. Posterior probability
is estimated by integrating scores of all trees in the random
forest. Mutual information can be estimated using posterior
and prior probabilities. Mutual information is estimated for
all the action classes. At least one class mutual information of
STIP crosses the threshold value, then the corresponding STIP
is taken into consideration for action recognition. STIP can be
classified to a particular class based on the maximum mutual
information of the classes. The final action classification of
a test video depends on the maximum number of STIPs
classified to a particular class.

A. Interest point detection

The interest points are detected by using STIP detection
technique. The extracted STIPs contain noisy points. In order
to eliminate the noisy points region of interest of MHI is used.

Noisy points are removed when the STIPs are passed through
the region of interest of MHI.

1) Spatio-Temporal Interest Points: Interest points provide
an abstract or concise representation of patterns in an image.
Ivan Laptev extended Harris interest point detection into
the spatio-temporal domain as spatio-temporal interest points
(STIPs) [3]. STIPs describe the compact representation of
video data. The basic idea of interest point is where the video
frame values have valid local variations in both space and time.
To detect STIPs Laplacian of video data is computed over
spatial and temporal scales. Maximization of the normalized
Laplacian operator of video results the STIPs. The video
sequence is represented with a function v and the convolution
of video data with isotropic Gaussian kernel is represented
with Q. Gaussian kernel parameters σ2

l , σ2
l are spatial variance,

temporal variance respectively.

Q(x, y, t;σ2
l , τ

2
l ) = gau(x, y, t;σ2

l , τ
2
l ) ∗ v(x, y, t) (1)

Where Gaussian kernel is defined as

gau(:;σ2
l , τ

2
l ) =

1√
(2π)

3
σ4
l τ

2
l

exp(−(x2+y2)/2σ2−t2/2τ2)

(2)
In general the spatial and temporal events are independent

in a video, hence separate scale parameters σ2
l , τ2l are needed

to use in Gaussian kernel. Interest points in the video sequence
are the points where v has significant variations in both spatial
and temporal dimensions. Interest points are extracted by
forming the second order moment matrix, which is a 3×3
matrix formed by averaging the derivatives of a Gaussian
function gau(x, y, t;σ2

i , τ
2
i ) convolved with video data v.

µ+ = gau(x, y, t;σ2
i , τ

2
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 Q2
x QxQy QxQt
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Here, σ2
i , τ2i are integration scales and related with local scales

σ2
l , τ2l as σ2

i = sσ2
l , τ

2
i = sτ2l .

The first order derivatives of Q are as follows

Qx(x, y, t;σ
2
l , τ

2
l ) = ∂x(gau ∗ v)

Qy(x, y, t;σ
2
l , τ

2
l ) = ∂y(gau ∗ v)

Qt(x, y, t;σ
2
l , τ

2
l ) = ∂t(gau ∗ v)

(4)

Search for regions in v containing significant eigenvalues e1,
e2, e3 of second order matrix µ+ in order to detect the
interest points. A function H′ is formed to find the significant
eigenvalues and H′ is given by

H ′ = det(µ+)−K trace(µ+)3

= (e1e2e3)−K(e1 + e2 + e3)
3 (5)

Where K is a constant and choose the K value such that for
higher eigenvalues positive local maxima of H′ to be found,
and that point is an interest point.
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2) Motion history image: Motion history image (MHI) [5]
is a view based silhouette representation of the history of an
object motion in a video. The MHI preserves a history of
temporal variations at each pixel position and then decays
as the time passes. The MHI representation is concise into
grayscale images where dominant motion of object informa-
tion is preserved. MHI Mτ (x, y, t) is computed as follows

Mτ (x, y, t) = { τ if D(x,y,t)=1
MAX(0,Mτ (x,y,t−1)−1 ) otherwise (6)

Where D(x, y, t) is binarized image with threshold ξ of
consecutive frame difference and represents object’s motion in
the video, τ represents the time integration for MHI, (x, y) are
spatial dimensions and t is temporal dimension of video frame.

B. feature extraction

HOG and HOF features are calculated for extracted video
patches around the STIPs. The dimensions of the extracted
video patch are determined by the local scales of Gaussian
scale parameters σ2

l and τ2l . The spatial extension x′=K′σ2
l and

temporal extension t′=K′τ2l are used to extract the video patch
and the value of K’ is 18 for spatial, 9 for temporal dimensions.
HOG descriptor represents shape and appearance of an object.
HOG is used in many object recognition algorithms. HOG
descriptor is robust to scale and rotation variations. To find
the HOG, first calculate gradients of the extracted video.
Next, compute the magnitude and orientation angle at each
pixel position. split the patch into sub cells and for each
cell estimate 4 bin histogram and concatenate all the cells
histograms to form HOG descriptor. Divide the orientation
angle full range 1800 into 4 sectors. At each pixel position
check in which sector the orientation angle is falling and add
the corresponding histogram bin value is angle multiplied with
magnitude. Split the each patch such that the feature size of
HOG is 72. The gradient magnitude and orientation angle are
computed by using following equations

mag =
√
g2x + g2y θ = tan−1(

gy
gx

) (7)

where, gx, gy are gradients in both the spatial dimensions.

Fig. 2. Dividing full range of orientation angle into 4 sectors

The orientation angle is divided into 4 sectors shown in Fig.
2. Since 4 bin histogram is computing for each cell.

b(x) = b(x) + θ ∗mag (8)

Here, b(x) is bin value in histogram estimation.
HOF descriptor describes the local motion of an object.

Optical flow velocities u,v are estimated by using Lucas
Kanade method along both spatial dimensions x, y. Next,
similar to the HOG, estimate the magnitude and orientation
angles of optical flow. Divide the orientation angle into five
sectors to form 5 bin histogram and concatenate all the sub
cell histograms to form HOF descriptor of feature size 90.

C. Mutual information based action recognition

The video clip v can be represented with set of STIPs, each
STIP d ∈ RN represents the N dimensional feature vector.
Action recognition is done by computing mutual information
[1] of STIPs with respect to all the action classes L(1,2,...,l).
Mutual information of video clip v is given by

MI(L = l, v) = log(
P(v/L = l)

P(v)
) (9)

MI(L = l, v) = log(

∏
d∈v P(d/L = l)∏

d∈v P(d)
) (10)

Here, L represents the set of class labels, l represents a
particular class label and d is the STIP point of video v
and assume that d is independent from other STIP points.
Therefore for each STIP, a point wise mutual information
computed with a specific class l as follows

Sl(d) = log(
P(d/L = l)

P(d)
) (11)

The above equation can be rewritten by using posteriori
probability is

Sl(d) = log(P(L = l/d))− log(P(L = l)) (12)

The prior probability P(L = l) is depends on the number
of STIPs present in the training feature dataset for particular
class. The posteriori probability P(L = l/d) is estimated by
using random forest.

D. Semi-supervised learning in random forest

Random forest [14, 15, 17] is built by M number of in-
dependent random decision trees. Random forest is found
applications in both regression and classification problems. As
the number of trees increases in the forest accuracy increases
accordingly. Random forest achieves good accuracy among
the currently available algorithms and also handles the large
datasets, more number of input variables. The time taken to
vote while testing is less. The final voting score is the average
of all M decision trees. In this paper semi-supervised learning
is proposed to build the tree i.e. tree is build by using both
unsupervised as well as supervised learning methods.

Suppose the dataset have N number of STIPs, denoted
as fi = (f1

i ,f2
i ), i = 1, 2, ..., N ; f1

i∈ R72 and f2
i∈ R90 are

the HOG and HOF features respectively. Decision tree is built
by splitting the feature data at current node into left and right
childs. In order to split the data, generate a random number
τ ∈ {1, 2}. τ is 1 for HOG feature and 2 for HOF feature
selection. Based on the random number τ either HOG or
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HOF feature is selected for splitting. Further, generate two
more random numbers (r1,r2) as feature dimension indices.
After that a feature difference Di [1] is evaluated. Di=fτi (r1)-
fτi (r2), i=1,2, ..., N. Once the differences are obtained, a
threshold is computed to split the data by using two different
learning procedures at two different depth levels of the tree as
explained in the following sections.

1) Unsupervised learning: At Initial nodes of the tree
feature size is very large. Therefore the feature data is split by
using unsupervised learning which provides better result [16]
upto the predefined depth. Without using the class information
of features, simply the variance of the feature difference of
hypothesis is computed and the threshold is taken as mean at
which maximum variance occurs. The mean and variance are
computed by using following formula:

m(k) =

N∑
i=1

Di k = 1, 2, ..., 200

var(k) =

N∑
i=1

(Di −m(k))2 k = 1, 2, ..., 200

(13)

The threshold θ is given as

θ = argmax
var

(m) (14)

If the Di ≥ θ the corresponding feature data goes to a left
child otherwise moves to a right child to current node of the
tree. The inference dividing the feature dataset is same for both
unsupervised and supervised learning process, but estimation
of a threshold is different.

2) Supervised learning: When the tree depth reaches a
predefined value, learning procedure of tree is changed to
supervised from unsupervised learning. Hence, the name is
semi-supervised learning. During supervised learning, binary
minimization of error is estimated for the feature differences
by using class labels [1] and the threshold value θ is estimated
by using following equations

θ∗ = argmin
θ

(min{ε(l)left+ε(l′)right , ε(l)right+ε(l′)left})
(15)

Where, ε(l)left is the misclassification error due to the left
node and ε(l)right is the misclassification error due to right
node when the labels of both the tree nodes are l. ε(l′)left is
the misclassification error due to the left node and ε(l′)right
is the misclassification error due to right node when the labels
of both the tree nodes are not l. The error function ε(l)left is
computed as

ε(l)left =

N∑
i=1

I(yi 6= l) if Di > θ (16)

Here the function I(yi 6= l) is equal to 1 when (yi 6= l) is
true otherwise zero and yi is the class label. Similarly other
error terms are also estimated. Tree splitting procedure is
stopped when the maximum depth of the tree is reached or
the minimum number of features are reached at the current

node.

To compute posterior probability P(L = l/d), add the
information from all the tree leaves which contain d. Suppose
for tree Tk the STIP d matched to a leaf with Z+

k positive
query STIP points and Z−k negative points [16] and ZT is the
total number of trees, then P(L = l/d) is computed as

P(L = l/d) =
1

ZT

ZT∑
k=1

Z+
k

Z+
k + Z−k

(17)

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

Experiments are conducted on the standard KTH dataset to
evaluate the proposed algorithm. The KTH dataset having 6
different classes of actions, 25 different persons are performed
under 4 scenarios. The experimental setup is similar to [1, 3,
11, 16]. Out of 25 videos clips, 16 video clips are used to train
the random forest model and 9 video clips for testing.

Fig. 3. Extracted STIPs for handwaving class. (a) video frame (b) Extracted
STIPs without MHI, contain noisy points (c)Region of interest of MHI of
corresponding video frame (d) Extracted STIPs after passing through region
of interest of MHI, noisy points are not present.

The extracted STIPs are shown in Fig. 3 (b) and Fig. 3
(a) is corresponding video frame. The extracted STIPs contains
noisy points along with action points in Fig. 3 (b). The region
of interest of MHI is shown in Fig. 3 (c). Only the points
which are fallen in the region of interest of MHI are taken
into account. The noise free extracted STIPs are shown in
Fig. 3 (d). Next, HOG and HOF features are computed for
the resulted STIPs to train the random forest. The mutual
information due to prior probability is computed by using
the equation log(P(L = l)). Since the testing video clips
are independent but the value log(P(L = l)) is varies with
number of STIPs present in each action class of the training
dataset. The values are obtained by experimentally for boxing,
handwaving, handclapping, running, jogging and walking as: -
1.8123, -1.792, -1.8412, -1.81, -1.75 and -1.57 respectively. In
order to discriminate intra class actions and noisy points, while
giving voting score to STIPs, interest points from negative
class actions are considered as shown in eqaution (17). In the
experiments for boxing, handwaving and handclapping action
classes, walking class is considered as negative class and for
running, jogging and walking action classes, boxing class is
considered as negative class.
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TABLE I
CONFUSION MATRIX ON KTH DATASET

Each 36
testing data Boxing Handwaving Handclapping Running Jogging Walking

Boxing 36 0 0 0 0 0

Handwaving 1 35 0 0 0 0

Handclapping 0 0 36 0 0 0

Running 0 0 0 34 2 0

Jogging 1 0 0 7 29 0

Walking 0 0 0 0 0 36

TABLE II
CLASSIFICATION ACCURACY RESULTS FOR KTH DATASET

S.NO Methods Accuracy

1 A. M. Nickfarjam [18] 90.15%

2 Laptev [3] 91.8%

3 Gang Yu [1] 91.8%

4 Miao Wang [19] 94.5%

5 Proposed Method 95%

The confusion matrix on KTH dataset is shown in Table I.
The jogging class is confusing with running class. Since
running and jogging are similar kind of activities, otherwise
the performance of the proposed algorithm is more accurate.
We got 95% accuracy for action recognition with standard
KTH dataset. The comparison of results are shown in Table II

The performance of the proposed algorithm is cross
validated with Weizmann dataset are shown in table III. From
Weizmann dataset similar action classes like walking, running
and handwaving video clips are tested with the tree model,
which is trained by the KTH dataset and got an accuracy of
96.5%.

TABLE III
CONFUSION MATRIX ON WEIZMANN DATASET WITH KTH DATASET

TRAINING

Each 9
testing data Boxing Handwaving Handclapping Running Jogging Walking

Handwaving 9 0 0 0 0 0

Running 0 0 0 8 1 0

Walking 0 0 0 0 0 9

IV. CONCLUSION

In this work, MHI is proposed to combine with STIP
detection technique to remove the noisy interest points. The
technique handles the noisy points and so handles the clutter
background, illumination changes and intra class variation
more efficiently. Semi-supervised learning technique is pro-
posed for training in random forest. The unsupervised training
is followed by supervised training used to split feature data at
nodes by considering class labels. The defined interest point
detection technique along with semi-supervised learning has
improved the performance of HAR. The proposed method

provides an accuracy of 95%. Which is better than the state-of-
the-art methods. The algorithm is cross verified from similar
actions of Weizmann dataset and the accuracy of 96.5%
for three such classes proves the efficiency of the proposed
algorithm.
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