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ABSTRACT

The advances in GPS enabled mobile devices has led peo-
ple to share their real-time experiences ubiquitously through
various online platforms. Users’ experiences on various ser-
vices (products), interesting places (famously known as point
of interests (POI)), events, movies, etc. are being widely col-
lected these days by various enterprise houses. It helps the
community to browse through these online contents before
selecting a product or a POI. Recommender system is proven
to be a successful tool which can automatically provide an
effective list of items to an active user based on her prefer-
ences by filtering through the large item space. However, a
recommender system often fails to learn the user preferences
for a new user who has no historical data (widely known as
the cold start problem). This work focuses on developing
a POI recommender system for handling various cold start
scenarios such as, ‘new user’ and ‘new city’. In this re-
gard, a Feature and Region based POI Recommender Sys-
tem (FRRS) has been devised which can effectively provide
a list of top-K POIs to an active user in cold start scenarios.
The proposed system FRRS has two modules, modelling and
recommendation. First, the user preferences and features of
POIs are learnt from various online contents such as ratings
and reviews. Finally, the recommendations are obtained by
combining the learnt user preferences with the interests of
influential users and the proximity of POIs from the active
location for recommending a list of top-K POIs. Experi-
ments are performed on the real-world Yelp dataset. We
compare the performance of our approach with three exist-
ing works and a baseline approach for recommending POIs.
The obtained results show that our proposed approach out-
performs the existing works.

1. INTRODUCTION
The growth of location aware technologies has helped peo-

ple to share information and experiences related to their
place of visit. This has been exceedingly utilised by popular
social networks such as Facebook and Twitter, which offer

geotagging along with each post. In addition to that, there
exist location based social networks such as Foursquare and
Gowalla which crowd-sources the user generated contents
of various point of interests (POI). Many other social net-
working cites such as Yelp, TripAdvisor, etc. provide online
platforms (both browser and mobile based) where business
oriented data are collected. Users share their experiences
through reviews, ratings and tips on various POIs. Sim-
ilarly, individual business owners also create their own on-
line profile (facebook page, twitter handle or a website) with
detailed information on latest discounts, customer reviews,
ratings, etc. Therefore, availability of such detailed and up-
dated information on the web has led people to exploit the
online contents before visiting a POI. However, reviewing
the online contents manually is a tedious task.

The recommender system help users by providing a per-
sonalized list of items from a large item space. The col-
laborative filtering has long been used for item recommen-
dations. However, it has been observed that the traditional
collaborative filtering technique alone is not suitable for POI
recommendation [1]. A user who starts using a recommender
system for the first time, has no historical data. A collab-
orative filtering technique of inferring user preferences only
from the historical data is not feasible for a new user. There-
fore, it fails to provide appropriate recommendations to a
new user - widely known as the cold start scenario. Many
researcher focused on cold start scenarios in POI recommen-
dations [2, 3, 4]. It has been observed that, exploiting the
contents at various POIs along with collaborative filtering
is by far a superior approach for POI recommendation. In
this work, a feature extraction technique has been employed
to model user preferences. Subsequently, the positive rat-
ings and reviews provided to the POIs are utilised to find
their representative features. Two cold start scenarios are
addressed in this work. First, the user cold start problem
termed as the ‘new user’ problem. Second, the ‘new city’
problem which is a variant of the standard item cold start
problem, where the city is ‘new’ to the active user. In addi-
tion to the cold start problems, the proposed work also pro-
vides distinct recommendation strategies for frequent and
occasional travellers of a city. Throughout the rest of the
paper, the terms ‘active user’, ‘active location’ and ‘active
region’ will refer to the user for whom POIs are being rec-
ommended, the user’s current location and the region within
which the user’s current location resides, respectively. The
contributions of the proposed Feature and Region based POI
Recommender System (FRRS) are summarized as below.



1. A feature-centric approach is used to predict the un-
observed ratings. The user preferences on specific fea-
tures associated with a POI are learned using the stan-
dard matrix factorization technique.

2. The geographical space is clustered into regions and
a set of trusted users for each region are identified.
The ‘new user’ problem is addressed by utilizing the
preferences of these users of a region.

3. The ‘new city’ problem for a user is addressed by iden-
tifying the socially influential users for an active user.
Collaborative filtering on ratings of the influential users
help to estimate the rating of a POI at a region ‘new’
to the active user.

4. The frequent and occasional travellers to a city are
classified into separate category of active user. Distinct
recommendation strategies are employed for each of
them.

5. Experiments were performed on Yelp dataset to evalu-
ate the proposed recommender system. The results are
compared with a baseline approach [5] and three ex-
isting approaches [2, 3, 4]. The obtained results show
that our proposed recommender system outperforms
the existing approaches.

The rest of the paper is organized as follows. In Sec-
tion 2, we provide details of the existing research works on
POI recommendation. A detailed description of the exist-
ing approaches with which we compare our results are also
produced. Motivation of our current research and the lim-
itations of the existing approaches are presented in Section
3. Certain well known techniques used in the proposed ap-
proach are reproduced in Section 4. The proposed frame-
work of FRRS is depicted in Section 5. First, the proposed
methodology for extracting preferences of users and features
of POIs are mentioned. Subsequently, the technique used for
rating various POIs are described. Section 6 reports the re-
sults obtained after comparing the existing approaches with
the proposed approach. Finally, we conclude our work in
Section 7.

2. RELATED WORK
In this section, we provide a detailed description of the

existing recommender systems.

The collaborative filtering has been the traditional method
for recommendations [6, 7]. The user based collaborative fil-
tering technique for POI recommendation identifies the sim-
ilar users and subsequently selects the highly rated POIs by
them for recommendations [6, 8, 9]. For a new user there ex-
ists very less historical data to identify similar users and/or
common POIs between them. This is commonly known
as the cold start problem. Moreover, limited coverage of
the recommended POIs is another issue with the traditional
collaborative filtering technique for POI recommendations.
Limited coverage refers to a problem where a POI is never
considered for recommendations if it is not rated by atleast a
neighbor. The matrix factorization technique has also been
widely used for recommendations [10, 11, 12]. In a POI rec-
ommender system, the content or feature of the respective
item/POI plays a very important role. The traditional task

of finding ‘few good items’ is mostly driven by the correla-
tion between content of POIs and preferences of a user. A
content based recommender system matches the preferences
of a user with the features of POIs [13, 14, 15]. This ap-
proach has been found to be providing better results than
the traditional collaborative filtering in cold start scenarios.
Recent works in [2, 3, 4] combine both the content and col-
laborative filtering techniques for POI recommendations.

Ye et al. [2] provide POI recommendations for the loca-
tion based social networks, such as Foursquare and Whrrl.
The user based collaborative filtering technique is used to
extract the user preferences from their activities. Similarly,
the friend based collaborative filtering is utilized to identify
the social influence on a user. They perform a spatial anal-
ysis to state that the geographic proximity of POIs effect
a users’ activity. Subsequently for each user, the pair-wise
distance between the checked-in POIs are computed. It is
observed that a larger percentage of check-ins are performed
within short distances. This concludes that the proximal lo-
cations have high chance of visiting. Hence, the user check-
in activities tend to be geographically clustered around a
region. Finally a fusion between the three parameters user
preference, socio influence and the geographic influence is
performed to assign a score for each POI with respect to
the active location based social network users. Top-K POIs
having high scores are finally selected for recommendation.
The recommender system proposed in [2] is henceforth re-
ferred as USG in this paper.

Yin et al. [3] models personal interest of users and their
local preferences for venue and event recommendations. It
addresses three problems, data sparsity problem, the ‘new
city’ problem and recommending top-K events around the
current location of an active user. The proposed Location
Content Aware Recommender System (LCARS) comprises
of two parts. First, it models the user preferences in offline
mode. A probabilistic model is exploited to learn the inter-
ests of each user and the local preferences of each region.
Subsequently, the spatial items or POIs within each city
are treated as words and feature extraction is performed on
them. The distribution of POIs checked-in by each user in
a city is learnt from the probabilistic model. Similarly, the
model also learns the preferential POIs in a city from the ob-
tained review data. For the ‘new city’ problem, the popular
POIs of a city helps in recommendation. By combining the
content preferences and location preferences, a score with
respect to a user is provided for each POI in a city. Sec-
ond, the online recommendation combines the knowledge
obtained from user interests and local preferences of each
city, to provide top-K recommendations. The POIs having
high score for a user are selected for recommendation.

Recent work by Zhang et al. [4] propose a cross-region
POI recommendation technique. Here the POIs are recom-
mended on basis of two important factors, the past historical
data and the active location. To achieve this, the recom-
mendation technique first identifies both the long term and
short preferences of each user. A user’s liking on certain
features (content of a POI) is identified as its long term
preference. In this regard, the historical data is explored,
and is believed to be consistent (thus, long term). At this
point they generate a user-feature matrix. The set of fea-



tures are identified from the existing feature based ratings
provided by various users at POIs. A Matrix-Factorization
(MF) technique is employed to obtain the unobserved rat-
ings on a POI feature by a user. The average rating pro-
vided by a user on a feature depicts its long term preference
on it. For each user the top-m POIs possessing the highly
rated features are thus selected for the content-aware rec-
ommendations. In addition to it, the location preference of
a user is termed as the short term preference. It relates to
the proximal POIs with respect to the active location. The
observed rating is then adjusted by a distance term which
penalizes a POI on basis of its distance from the user’s cur-
rent location. The top-m content aware POIs are arranged
on basis of their location preferences. The final list of top-n
(n < m) POIs are recommended from the set of m POIs to
the user. The Cross-Region Collaborative Filtering (CRCF)
technique proposed in [4], thus models both the user’s con-
tent preferences (long term) and location-aware preferences
(short term) for recommending effective POIs. It mostly fo-
cuses on the ‘new city’ and data sparsity problem for POI
recommendations.

The existing approaches fail to consider the effect of social
influences. Moreover, the recommendations are not targeted
towards specific category of users. In the next section, the
limitations of the existing approaches are described along
with the description of each category of user.

3. MOTIVATION AND PROBLEM STATE

MENT
A user’s choice of visiting a POI depends on three vital

factors. First, the preferences or likings of the active user.
Second, whether the active user is a frequent traveller, oc-
casional visitor, new to a city or a first time recommender
system user. Third, how much is the active user influenced
from the activities of other users in the community. The
proposed recommender system first learns these factors of
an active user and then provides her with a list of personal-
ized recommendations.

The ratings and reviews provided by users at various POIs
depict their preferences. Therefore, these ratings and re-
views can be utilised to learn the user preferences. The
current work addresses two cold start scenarios, ‘new user’
and ‘new city’. The cold start scenarios are presented using
Figure 1 and described as below.

I. The ‘new user ’ scenario: A new user does not pos-
sess historical data (active user in region-1). Therefore,
a recommender system fails to obtain prior knowledge
of her preferences or likings. Recommending a set of
POIs customized with respect to a ‘new’ user’s pref-
erences is thus a challenge. In this work, we address
the problem by exploiting the available ratings of cer-
tain trusted users. These trusted users are carefully
selected as having the best knowledge of POIs at the
concerned region.

II. The ‘new city ’ scenario: A user visits a city for the
first time, i.e. the user is not having any historical in-
formation at POIs in the city (active user in region-2).
It should be noted here that, the new city scenario is
different from the user cold start scenario. In a new
city scenario, the visiting city is new to the user. How-

ever, we have historical data of the user at other regions
to identify its interests. Moreover, reviews and ratings
from social ties (friends) often influences a user. In
this work, preferences of the socially influential users
are extensively utilised for POI recommendations.

In general, there exists a set of users who does not fall in
the above mentioned categories (‘new user’ and ‘new city’).
This set of users consist of both the frequent travellers and
the occasional visitors at POIs for a given city. The existing
approaches [2, 3, 4, 5] has proposed a single recommenda-
tion strategy for both the frequent and occasional travellers.
However, a user’s preference changes from one region to an-
other based on the contained POIs. Moreover, frequent vis-
its to a region gives a user updated knowledge of the good
and the substandard features of the POIs. This knowledge
is never gained by an occasional visitor. Therefore, the same
recommendation technique aimed at both the type of users
is inappropriate. In this work, the frequent travellers and
occasional visitors at a region are identified as two differ-
ent types of users. Separate recommendation schemes are
targeted for each of these two type of users.

III. The ‘expert’ user scenario: The active user at region-
3 has 3, 4, 6 and 3 number of visits at various POIs
in regions-1, 2, 3 and 4, respectively. It is evident that
she is a frequent traveller at region-3, and is believed
to have the best knowledge of POIs than the other oc-
casional users at region-3. Such a frequent traveller
is termed as an ‘expert’ of the region. The historical
data of the ‘expert’ is exploited to learn its interests
and preferences at various POIs in the region.

IV. The ‘normal ’ user scenario: This represents the
general recommendation problem where a user visits a
city and requests for a list of customized POIs in and
around its current location. The active user at region-4
has 4, 3, 1 and 1 number of visits at various POIs in
regions-1, 2, 3 and 4, respectively. She is not a ‘new
user’ as she has historical data from all the four regions.
Region-4 is not her ‘new city’ as she has already visited
one POI at region-4. Further, she is an ‘expert’ of only
region-1. Therefore, recommending POIs to such a user
is termed as the ‘normal’ user scenario and the active
user as the ‘normal’ user.

The social connections play a very important role in in-
fluencing a users’ decision on visiting a POI. Few existing
approaches do consider the social influence, but they fail to
address the ‘new city’ problem. Moreover, the existing ap-
proaches [2, 3, 4] do not employ distinct recommendation
strategies for each of the four category of users, ‘new user’,
‘new city’, ‘expert’ and ‘normal’ user. The limitations of the
existing approaches are mentioned as below.

1. The matrix factorization based approach [11] consider
only the user-POI rating data. It fails to utilize the
content information and the geographical proximity of
the recommended POIs.

2. USG [2] does not consider the reviews provided by
users. However, reviews reflect the preferred features
of a POI, which in-turn helps in recommendations.

3. USG [2] performs a spatial analysis to identify the dis-
tribution of checked-in POIs in a region. Therefore,



Region - 1 Region - 2 Region - 3 Region - 4

New City

Recommend Me POIs

Expert

Recommend Me POIs

Normal User

Recommend Me POIs

New User

Recommend Me POIs

Figure 1: A sample example representing the problems faced by a POI recommender system. The users with a question mark
at the top are the active users. Historical or previously recorded data of active users are also shown here. For example, the
active user in Region-4 has 4, 3, 1 and 1 historical visit data at Regions-1, 2, 3 and 4, respectively.

the approach solely depends upon the historical data
of a user for recommending POIs. The approach fails
to address the ‘new city’ problem, where a user possess
no historical data at the ‘new city’.

4. CRCF [4] does not consider the proximity of recom-
mended POIs with respect to the active location. How-
ever, a recommended POI close to the current location
of the querying user generally has a high chance of get-
ting visited.

5. The existing works [2, 3, 4, 11] do not exploit the con-
tent based ratings provided by the experts of a region.
However, it is believed that experts can provide unbi-
ased and correct ratings of a POI. Therefore, bench-
marking the highly rated features of a POI by these
users tend to improve a recommender system.

6. The CRCF approach [4] computes distance between
the active location and all POIs. If a POI does not be-
long to the active region, then its user-POI predicted
rating is penalized on basis of the distance factor. The
predicted rating of a POI is significantly reduced if it
resides far distant from the active location. However,
a POI residing within the active region is not penal-
ized with the distance term. A region when considered
in terms of a city, consists of a fairly large number of
POIs. Hence, the proximity of POIs from the active lo-
cation also acts as an important factor. Therefore, the
geographical influence of POIs within a region should
also be considered for recommending the POIs. In this
work, all POIs are assigned a score which is weighted
by its distance from the active location. This score
eventually helps in recommending top-K POIs which
are geographically influential.

7. Experiences shared by various users in terms of their
activities at a POI, influences an active user to visit the
POI. This aspect is not considered in [3, 4, 11] during
recommendations. The USG approach [2] performs a
friend based collaborative filtering for predicting the
rating behavior of the concerned user. However, pref-
erences of the similar users who are not having direct
social links, can also help in correlating activities. In

this work, we compute social influence of all users on
the active user. It is learnt from activities of both
friends and similar users.

8. The ‘new user’ problem is not addressed in the exist-
ing works [2, 4, 11]. The proposed work utilises the
‘experts’ of a region to resolve this problem.

The above mentioned limitations are addressed in the
proposed Feature and Region based Recommender System
(FRRS). Next, we reproduce certain well-known techniques
which are used in FRRS.

4. BACKGROUND OF PROPOSED WORK
A detailed description of certain existing techniques like

matrix factorization, friend closeness and pearson correla-
tion co-efficient which are used in our proposed approach is
provided in this section.

4.1 Matrix Factorization
Matrix Factorization [10] is a well known model based

technique in which first a model is learned and subsequently,
the model is used for prediction. The advantage of using MF
is that, the rating data is never accessed once the model is
build. This helps in working with a large volume of data.
Let M be a U × F user-feature matrix. Each row of M
corresponds to active users and corresponding columns de-
pict the features. Muf is the aggregated rating by user u
on feature f at various POIs. In the user-feature matrix M ,
the rating of an unrated feature f for an active user u can
be estimated as M̂uf = yT

f zu, where yf ∈ R
v is the latent

v vectors for feature f and zu ∈ R
v is the latent v vectors

for user u. First, the two matrices y and z are filled with
random values. After each iteration the difference between
the predicted rating and the original rating matrix M is col-
lected. The iteration is stopped when a local minimum of
difference is obtained. This approach is popularly termed
as the gradient descent approach. The squared error be-
tween the estimated rating and the original rating can be
computed as.

E2

uf =
(

Muf − yT
f zu

)

2

(1)



As mentioned in [10], some users tend to rate high for a
POI feature and others comparatively rates low. Moreover,
there are certain features for which users are more concerned
in a POI. For example, the features of a restaurant like food
quality and price are of much more importance to customers
than the features like aesthetics and branding. Therefore,
a rating bias is adjusted with the squared error. Thus the
Equation (1) can be rewritten as.

E2

uf =
(

Muf − µ− bu − bf − yT
f zu

)

2

(2)

Here µ is the overall average rating on features by all users.
bu and bf are the average rating by users and on features,
respectively. To avoid overfitting, a regularization parame-
ter β is added with the squared error and is represented as
follow.

E2

uf =
(

Muf − µ− bu − bf − yT
f zu

)

2

+
β

2

(

‖yf‖
2 + ‖zu‖

2 + b2u + b2f
)

(3)

The goal is to minimize this squared error loss. In this
regard, we compute the gradient of the squared error with
respect to the two variables, yf and zu.

∂E2

uf

∂yf
= βyf − 2zu

(

Muf − µ− bu − bf − yT
f zu

)

∂E2

uf

∂zu
= βzu − 2yf

(

Muf − µ− bu − bf − yT
f zu

)

(4)

The gradient is next used to estimate the new values for
yf and zu.

ŷf = yf + α
(

βyf − 2zu
(

Muf − µ− bu − bf − yT
f zu

))

ẑu = zu + α
(

βzu − 2yf
(

Muf − µ− bu − bf − yT
f zu

))

(5)
This iterative process is continued till the squared error

reaches a local minima. The term α is a constant and is
used to determine the rate of approaching the minima. Each
entry in the user-feature matrix M are found by using the
estimated values of yf and zu.

The social influence of a friend on an active user can be
computed from their ‘closeness’. To compute this ‘closeness’
we utilise the friend closeness approach as depicted in the
next section.

4.2 Friend Closeness
The social links or friends tend to share similar activities.

This in-turn influences a user to visit a POI. Therefore, com-
puting the ‘closeness’ of friends on a user is an important
parameter for a POI recommender system. The friend close-
ness mentioned in [16] considers this aspect. It computes the
‘closeness’ of a social network friend on a user. The ‘close-
ness’ between two friends u1 and u2 with respect to u1 can
thus be computed as.

γ
u2u1

= δ
|F1 ∩ F2|

|F1 ∪ F2|
+ (1− δ)

|L1 ∩ L2|

|L1 ∪ L2|
(6)

where,
F1, F2 = friend set of users u1 and u2, respectively

L1, L2 = checked-in POIs of users u1 and u2, respectively
δ = turning parameter which ranges between 0 and 1

Similarity score between the active user and all other users
who are not her direct friends can be computed using pear-
son correlation co-efficient. Details of the similarity score
computation technique is mentioned next.

4.3 Pearson Correlation Coefficient
Pearson Correlation Co-efficient (PCC) [17] is a well known

correlation based similarity score computation technique. It
is mostly used in finding similarity between a pair of users.
PCC between a pair of users is computed based on their
ratings on co-rated items. However, in this work, PCC is
used to find similarity between two users by exploiting the
ratings given by the concerned users on the co-rated features
of POIs. Thus the feature based similarity score between a
pair of users u1 and u2 can thus be computed as.

λ
u2u1

=

∑

i∈Mf
(ru1i − r̄u1

)(ru2i − r̄u2
)

√

∑

i∈Mf
(ru1i − r̄u1

)2
√

∑

i∈Mf
(ru2i − r̄u2

)2

(7)
where,
Mf = Common features of u1 and u2

Utilizing the above three techniques we devise the Feature
and Region based Recommender System. The following sec-
tion describes the working of each module of the proposed
FRRS framework.

5. PROPOSED FRAMEWORK
In this section, we describe the detailed methodology of

the proposed Feature and Region based Recommender Sys-
tem (FRRS). The framework of the proposed approach is
depicted in Figure 2. Detailed description of each module is
presented next.

5.1 Modelling User Preferences
In general, people always prefer significant places. The

significance of a POI to a user is mostly driven by its lik-
ing for features or aspects of a POI. Therefore, identifying
a user’s interest or liking on certain features of POIs is the
primary task for any recommender system. This section ex-
plores the review and rating data to identify the inherent
interests or affections of each user. People often rate and
post a review on POIs, either through website or mobile ap-
plications provided by Facebook, Twitter, Foursquare, In-
stagram, Yelp, etc. Ratings given by users always reflect
their interest on a POI. The reviews on the other hand de-
picts the good and bad features of a POI. Incidentally, it
has also been noticed that users generally post reviews on
certain features of POIs which are more significant to them.
In this work, we exploit the reviews on POIs by a user to
learn his/her interests. We apply vector space model to ex-
tract features from review data, as described in [4, 18]. The
rating given along with the review, portrays the dimension
of liking or disliking a feature. If a feature is rated within
a scale of 1 to 5, then a feature dimension say 5 represents
the most favoured feature, whereas, a value of 1 represents
the disliked feature. There can be two major ways in which
the user can provide a rating at a POI. First, a user can
explicitly select a feature while rating a POI. He may select
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Figure 2: The proposed framework of FRRS for recommending top-K POIs to a user.

cleanliness as a feature of a hotel in New York and provide
a good rating of 5. Similarly, he may also select room ser-
vice as a feature of the same hotel and rank it with a poor
rating of 1. Second, the users can rate a POI without ex-
plicitly mentioning a feature. This type of rating is known
as implicit rating. For an implicit rating, we consider the
same rating to all the features of the POI. For example, if a
user implicitly rates a coffee shop at 4, then we consider the
rating at the associated features like quality, service, price,
etc. also as 4.

We generate a user-feature matrix where each feature de-
notes the subject of interest and its dimension of liking for
the users. The final rating by u1 on a feature f1 is the av-
erage rating given by u1 on f1 of all the POIs in which it
has rated. The user-feature rating matrix consists of rat-
ings either given explicitly or implicitly by the user. From
this matrix, we identify the set of top-W features (having
the highest aggregated rating) as the preferred features of
a user. However, there exist many missing ratings for cer-
tain features. To address this problem, we employ the basic
matrix factorization (MF) technique [10]. Details of this
technique is elaborated in Section 4.1. Each row-wise entry
in the user-feature matrix M gives a clear understanding of
the preferred features of a user.

5.2 Modelling Features of POIs
The reviews provided by users on a POI mostly focus on

certain specific features. The complete set of features con-
sist of both the most favoured features and also the much
disliked ones. Similar to the approach for modelling user
preferences, a feature-POI matrix is generated. It can be
noted here that, features of a POI vary on basis of the cate-
gory of POI. Like, a stadium can have a feature like outfield,
whereas a museum can never have such a feature. Similarly,
demonstration can be a feature at a museum but can never
exist for a stadium. However, certain features like car park-
ing, ticket rate, etc. falls for both the POIs. Therefore,
the features which are extracted from the set of reviews at
a particular POI are only considered as the bag of features
representing the POI. Similar to the previous case, we utilize
the aggregated ratings (both explicit and implicit) given by
users for a feature of a POI. The feature value can be zero

if the feature is absent in a POI. To select a set of marque
features of a POI, the top-v features are chosen having high
ratings. The ratings are normalized within a scale of 1 to 5,
where 5 represents a good rating and 1 means a substandard
feature. A feature-POI matrix N is generated with each row
representing a feature and the columns representing POIs.
An entry Nfp depicts the average rating provided by users
for the feature f at POI p. Therefore, each column vector of
N depicts the popular features of a POI. The obtained user
and POI features from M and N, respectively are meticu-
lously used in the recommendation part of FRRS.

After the user preferences and features of POIs are learned,
the geographic space needs to be clustered into regions. This
is required to identify the regions within which the POIs ex-
ists. The next section describes the technique employed for
region bounding.

5.3 Region Bounding
The geographical area over which we apply the proposed

POI recommender system needs to be divided into regions
to understand the locality of a POI. Identifying the region
or locality of a POI is very important in context of an ef-
ficient recommender. This is due to the fact that, people
requesting for a recommended list generally likes the results
to be within a feasible distance so that they can be visited.
If a user requests for a museum from New Delhi, he will
always desire to get a list of museums in around the cur-
rent location. Even though the British Museum at London
may arguably be of high rating than a local museum at New
Delhi. Hence, identifying the locality of a POI is a necessity
to provide efficient recommendations. The k -means cluster-
ing algorithm is used to divide the geographic space into
regions and thus locate each available POIs into a specific
region.

Subsequently, for each region we classify the frequent users
and the occasional visitors. It is expected that the frequent
visitors will have better knowledge of the good and also
the substandard features of the POIs in a region. In this
work, the user who is having more number of rating and
review activities at a region (say, R) is classified as the fre-
quent traveller at R. All other visitors having less number
of review-rating activities at R are thus marked as the oc-
casional visitors. As mentioned in Section 3, the frequent



and occasional travellers are termed as ‘expert’ and ‘nor-
mal’ users, respectively. Ratings provided by the experts of
a region is given a higher preference than other users while
recommending POIs to a ‘new user’. The next section de-
picts how the bounded regions and user features are utilised
to predict rating of a POI.

5.4 Predicting Rating of a POI by a User
To recommend a set of POIs to a user, the recommender

must learn how likely the user will visit the POIs. The
different variations of the collaborative filtering like the item
based, user based and friend based approaches have been
employed in this work. Let U be the set of all user {u1, u2, ..
.., um}, G be the set of all regions {g1, g2, ..., gn} and P be
the set of all POIs {p1, p2, ..., po}. The task of estimating
rating ER for a user u1 at a POI p1 located in a region g1
faces four different scenarios. In the rest of this section, we
broadly explain each of these scenarios and also state the
technique employed by our approach to estimate ER for u1

at p1.

5.4.1 u1 is a ‘new user’.

As mentioned earlier in Section 3, a ‘new user’ has no his-
torical data. Therefore, a recommender system fails to learn
the new user’s preferences. To address this issue, our pro-
posed recommender utilises the ratings given by the trusted
experts of the regions. The aggregated rating provided by
the experts E of region g1 is used as the estimated rating
ER on p1 for the ‘new user’ u1.

ER
u1

p1
=

1

|E|

∑

e∈E
rep1 (8)

5.4.2 g1 is a ‘new city’ to u1.

According to the ‘new city’ problem stated in Section 3,
u1 has not rated any POI within region g1. This problem
can be solved by considering the collaborative rating given
by the most influential users of u1. In this regard, we first
consider the friends as they often share similar interests [19].
This aspect can be exploited in the current work. For the
connected social links or friends we find similarity by utilis-
ing the friend closeness. The social influence of a friend u2

on the active user u1 is determined from the set of mutual
friends and the common POIs visited by them. Details of
the computation technique for ‘closeness’ between friends is
mentioned in Section 4.2. The friend closeness scores γ be-
tween the active user u1 and all its friends are considered as
their social influence on u1.

Incidentally, this approach can lead to a limited coverage
problem. This is due to the fact that, for a particular POI
p1 we may get zero or very less number of friends of u1 who
have actually visited it. For example, a new or uncommon
POI may not attract a large number of users and thus the
set of friends who have visited such a POI will be less. How-
ever, there is always a chance of having users with similar
taste as that of u1. The social network users having similar
taste or feature set as that of the active user, without any
direct social links between them is termed as similar users.
The similar users are often found to influence the activities
of an active user [20, 21]. The similarity between two users
(not friends) can be found by computing a correlation score
between their preferred features as depicted in their respec-

tive feature matrix M. To compute user similarity score, the
popular Pearson Correlation Co-efficient (PCC) measure is
used. The detailed description of the feature based correla-
tion score between a pair of users using PCC is depicted in
Section 4.3. The positive correlation scores λ between the
active user u1 and all other users are considered as their so-
cial influence on u1. This approach helps us to identify the
socially influential users which consists of both the friends
and the similar users. Subsequently, the top-I users who
visited p1 having high social influence on the active user u1

are selected. Finally, the estimated rating ER at p1 for u1

with I = {i1, i2, ..., id} influential users is computed as.

ER
u1

p1
=

1

|I |

[

ri1p1 +

∑d

j=2

rijp1
log

2
(j)

]

(9)

where,
ri1p1 = rating given to p1 by user i1 at position 1 of the
ranked list I
d = number of users in I

5.4.3 u1 is an ‘expert’ at g1.

As already mentioned in Section 5.3, a user is considered
as an expert of a region if she is having maximum number of
ratings at the region. Moreover, it is also expected that the
experts has sufficient knowledge for distinguishing between
the good and the substandard features of a POI. Here we ap-
ply the standard Item based Collaborative Filtering (IbCF)
approach. In the present context, the items refer to POIs,
and hence we term this technique as the POI-based Col-
laborative Filtering (PbCF). The PbCF is a neighborhood
based approach for predicting the rating given by a user to a
target POI. In the context of this work, the PbCF approach
first finds the similarity score between p1 and all other POIs
already rated by u1. The Pearson Correlation Co-efficient
(PCC) similarity measure is used to compute the similarity
score between p1 and all POIs located in region g1. Here
the precomputed feature-POI rating matrix N is used to
find the average rating on a feature of a POI. Subsequently,
the estimated rating ER on p1 by u1 is computed as follow.

ER
u1

p1
= r̄p1 +

∑

x∈X
sim(p1, px) ∗ (ru1x − r̄x)
∑

x∈X
|sim(p1, px)|

(10)

where,
ERu1

p1
= estimated rating at p1 for u1

r̄p1 = average rating at p1
X = set of all POIs rated by u1

sim(p1, px) = similarity score between POIs p1 and px
ru1x = rating at POI px by u1

The PbCF approach is vulnerable for the new user cold
start problem. This is due to the fact that, a new user has
no POI ratings and thus it is very difficult to identify the
set of POIs with similar taste. Incidentally, in this scenario
the active user u1 is an expert of region g1. Therefore, u1

will always have sufficient ratings to perform PbCF.

5.4.4 u1 is a ‘normal’ user at g1.

This particular scenario deals with a situation when u1

has certain number of historical details at g1, although not
enough to consider him as an expert of g1. The pattern of
rating POIs by u1 can be obtained from its published reviews



and ratings at various POIs located within g1. Moreover, the
friends and similar users can influence u1 to visit POI p1.
Therefore, we approach this scenario by proposing a hybrid
technique which combines both the POI-based collaborative
filtering and the impact of direct and indirect social links.
The estimated rating ER on p1 for u1 in this scenario is
computed as follow.

ERu1

p1
= 1/2

[

ER1u1

p1
+ ER2u1

p1

]

(11)

where,
ER1u1

p1
= Estimated rating on p1 for u1 from Equation (10)

ER2u1

p1
= Estimated rating on p1 for u1 from Equation (9)

It can be noted here that, the major limitation of collabo-
rative filtering is the limited knowledge of review and rating
data. Although u1 is not an expert of g1, still it has enough
review and rating data to perform a collaborative filtering
technique. Moreover, combining the impact of friends and
similar users enhance the chance of recommending person-
alized POIs.

5.5 Recommending topK POIs
The procedure of recommending the final list of top-K

POIs is described in this section. A POI recommender is
widely accepted if it provides POIs nearby to the active lo-
cation. Moreover, the geographical influence of proximal
POIs has more impact on recommendations than the social
influences [2]. A simple approach is often preferred, which
computes the distance of POIs from the active user’s loca-
tion and recommend the top-K POIs closest to it. However,
this approach does not agree with the feasibility of liking the
recommendations, as this can select a POI with negative rat-
ing in the recommended list. Therefore, it is necessary to
combine both the rating of a POI and it’s distance from the
active user to finalize the recommendations. In this regard,
we introduce a term Score for each POI with respect to a
user. Score of a POI p1 with respect to a user u1 is computed
as.

Scoreu1

p1
=

ERu1

p1

dist(u1, p1)
(12)

Here, dist(u1, p1) is the geographical distance between the
current location of u1 and the POI p1. This Score of each
POI is thus used to perform a personalized ranking of POIs
with respect to the active user. The top-K POIs having high
Scores are considered for the final recommendation. Details
of our proposed approach is depicted in Algorithm 1.

6. EXPERIMENTS
We performed experiments on the real-world Yelp dataset

1. All experiments are implemented using Matlab. The pro-
posed POI recommendation approach is compared with a
baseline approach [5] and three existing approaches [2, 3, 4].
The Probabilistic Matrix Factorization (PMF) is considered
as the baseline approach in this work.

1https : //www.yelp.com/dataset challenge

Algorithm 1: Feature-Region based Recommender Sys-
tem (FRRS)

Input: D: Yelp Dataset
Result: RL: Recommended list of top-K POIs
Data:

ER = Estimated rating of a user u1 at a POI p1 located
in a region g1
SI = Social influence

1 Generate user-POI rating matrix S
2 Extract features F from user reviews
3 Generate user-feature rating matrix M from S
4 Generate feature-POI rating matrix N from S
5 Perform matrix factorization on M
6 Cluster the geographical space into small regions by

k -means clustering
7 A=extract review and rating data of u1 from D
8 B=extract review and rating data of u1 at g1 from A
9 C=region for which u1 is an ‘expert’

10 if A has no data then

11 u1 is a ‘new user’
12 ER = average ratings at POIs by the ‘experts’ of g1
13 else

14 if B has no data then

15 u1 is in a ‘new city’
16 Compute SI of each friend on u1 using friend

closeness
17 Compute SI of other users (not friends) on u1

using PCC
18 I = all users arranged on basis of SI on u1 from

high to low
19 Select top-I most influential users for u1 who

have visited p1
20 ER = compute from ratings of the selected I

users
21 else

22 if C and g1 are same region then

23 u1 is an ‘expert’
24 ER = POI based collaborative filtering on

reviews of u1 at g1
25 else

26 u1 is a ‘normal’ user
27 ER = combine ratings by ‘experts’, friends

and similar users of u1

28 end

29 end

30 end

31 Compute Score for each POI with respect to u1

32 RL = Recommend top-K POIs with high Score

33 return RL

6.1 Dataset Description
Yelp provides crowd-sourced reviews on local business.

The publicly available Yelp dataset has been used in this
work to report the experiments. It consists of 45,981 users,
2,29,906 ratings and 11,537 POIs. The reviews are first pre-
processed to remove the stop words. Subsequently, the in-
frequent words (words occurring in less than 100 reviews)
are removed. The remaining set of words from the reviews
(8519 words) are considered as the feature set.



6.2 Evaluation Technique
In this work, four different scenarios in POI recommenda-

tion has been considered (Section 3). We devise a strategy
which can evaluate the baseline, existing and our approach
for the two cold start scenarios and the ‘expert’, ‘normal’
user recommendation scenarios. Further, for each of these
scenarios we test the error in rating prediction and accuracy
of the recommendations. Below we mention the strategy
used to generate the test datasets for evaluating the exist-
ing and proposed recommendation approaches.

I. u1 is a ‘new user ’.

Users having less than 20 ratings are considered as ‘new
user’ and their historical data is used for testing the
‘new user’ cold start scenario.

II. g1 is a ‘new city ’ to u1.

For each user, we first identify the region with least
number of reviews. The historical data of each user at
these regions are selected for testing the ‘new city’ cold
start scenario.

III. u1 is an expert at g1.
We randomly select 10% ratings of every user from the
region in which they are ‘experts’, and this dataset is
used for testing the ‘expert’ user scenario.

IV. u1 is a ‘normal ’ user at g1.
We randomly select 10% ratings performed by every
user at regions in which they are not ‘experts’, and this
dataset is used for testing the ‘normal’ user scenario.

The actual rating provided by the users to the POIs in the
test dataset acts as the ground truth for all the above cases.
It can also be noted here that, while computing Score (Equa-
tion (12)) the current location of the active user is selected
as the region centre in which the POI belongs. The error
in rating prediction is estimated using the Mean Absolute
Error metric. To evaluate the accuracy of the recommended
list of POIs, we adopt a similar technique as applied in [4].

In our experimentation, the dimension of user factor model
and feature factor model is selected at 10. The parameters
α and β used during matrix factorization is fixed at 0.0001
and 0.01, respectively (Section 4.1). While computing friend
closeness, the turning parameter δ was set at 0.3 with a high
weightage to the common POIs visited than the number of
common friends (Section 4.2). The geographical space is
clustered into 10 regions i.e. k=10 (Section 5.3).

6.3 Results and Analysis
In this section, we first report the results and then provide

a detailed analysis on them.

6.3.1 Error in Rating Prediction

The Mean Absolute Error (MAE ) has been widely used
as a statistical accuracy metric for measuring the error in
rating prediction for various recommender systems [7]. It
estimates the average deviation of the predicted rating from
the actual rating of a POI by a user. The Mean Absolute
Error (MAE ) in predicting ratings for all the active users U
can be represented as.

MAE =
1

|U |

∑

i∈U

1

|Gi|

∑

j∈Gi

∣

∣ERi
j − rij

∣

∣ (13)

Table 1: MAE of various approaches in dealing with the
four different scenarios mentioned in Section 3.

New User New City Expert Normal
PMF 1.415 0.886 0.576 0.769
USG 1.328 0.882 0.574 0.767

LCARS 1.326 0.879 0.574 0.763
CRCF 1.211 0.875 0.571 0.762
FRRS 0.954 0.851 0.566 0.757

where, Gi is the set of all POIs in the test dataset for user
i. ERi

j is the estimated rating on POI j for user i using
various approaches, and rij is the actual rating by user i on
POI j.

Table 1 shows the MAE in predicting user ratings to POIs
using various approaches. The results categorically depict
their performances in dealing with the four scenarios already
mentioned in Section 3. It can be observed from the re-
sults that the compared approaches produce nearly similar
results for the ‘expert’ and ‘normal’ recommendation sce-
narios. However, for cold start scenarios like ‘new city’ and
‘new user’ the proposed FRRS produces significantly less
error rate than the others.

6.3.2 Accuracy of Recommendation

During experimentation, we recommend relevant POIs for
each user. The accuracy of recommendation is estimated on
basis of whether the POIs in the test dataset occurred in
the recommended list. In this regard, we employ the Recall

metric [4]. It can be represented as,

Recall =
#Hit

#Ground truths
(14)

Hit is the number of POIs in the test dataset which are
also observed in the recommended lists. Ground truths is
the number of POIs in the test dataset.

Figure 3 (a-d) shows the performance comparison of differ-
ent recommendation approaches for specific scenarios. The
‘new user’ scenario is not specifically considered in CRCF,
LCARS and USG, whereas our approach utilises the rat-
ings given by experts to address this issue. A notable im-
provement in recall using our approach is visible from the
obtained results. In a ‘new city’ scenario, our approach con-
siders the ratings of influential users. This improves perfor-
mance of our approach than other existing approaches which
fails to consider both the friends and similar users. All the
approaches are observed to have comparatively high recall
for the third scenario, where an expert of a region is pro-
vided with the recommended list. This is mostly due to the
fact that an expert has a dense number of historical data at
their respective home regions. This reduces the possibility
of a cold start scenario and similarly increases knowledge
of a user’s likings. In ‘normal’ scenario, our proposed ap-
proach produces better results than CRCF, LCARS, USG,
and significantly higher than the baseline PMF. The ob-
tained results show that our approach clearly outperforms
others. With increase in the number of recommendations,
the possibility of a Hit increases and this is clearly reflected
from the obtained results for all the approaches.
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Figure 3: Recall of the compared approaches in dealing with the four different scenarios mentioned in Section 3 is presented
here. The number of recommendations K in horizontal axis is varied from 5 to 50.

7. CONCLUSION
This work studies the preference of users and their geo-

graphical locality to recommend POIs. First, a matrix fac-
torization based technique is employed to learn the prefer-
ences of users from their reviews at various POIs. Social
influence on a user and the active location are believed to
be the two most important factors for an effective recom-
mendation. The proposed work computes the impact on a
user from its connected social links or friends, and also from
the users following similar activities. Moreover, a score is
assigned to every POI by adjusting the estimated rating at
it using a distance parameter. The top-K POIs with high
score are recommended by our approach. Moreover, the
proposed recommender system addresses two cold start sce-
narios, ‘new user’ and ‘new city’. General users are also
classified into frequent and occasional travellers. Distinct
recommendation strategies are also proposed for each of the

two types of travellers. Along with this, there still exists
a scenario where a POI ‘new’ to the recommender system
never gets recommended. In this scenario, the recommender
system fails to learn the POI features. Therefore, even if
the ‘new’ POI is relevant to a user, still it never gets rec-
ommended. This problem can be termed as the ‘new POI’
problem for a recommender system. In future, we plan to
extend this work to solve the ‘new POI’ problem.
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