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Abstract—Here, we propose a method for recognition of hand-
written English digit utilizing discrete cosine space-frequency
transform known as the Discrete Cosine S-Transform (DCST).
Experiments have been conducted on the publicly availabe
standard MNIST handwritten digit database. The DCST features
along with an Artificial Neural Network (ANN) classifier is
utilized for solving the classification issues of written by hand
digit. The Discrete Cosine S-Transform coefficients are extracted
from the standard images of MNIST handwritten isolated digit
database. The database consists of a total of 70000 including
60000 training samples and 10000 test samples. To overcome
the computational overhead, we have normalized all the images
of the MNIST dataset from 28 × 28 to 20 × 20 image size
by eliminating the unsought boundary pixels up to width four.
Further, the classification of digits has been made by using a back
propagation neural network (BPNN). This work has achieved
precisely 98.8% of success rate for MNIST database.

Keyword: Classification; MNIST dataset; Discrete Cosine S-
Transform; BPNN.

I. INTRODUCTION

The problem of optical scanned character recognition [1]
is to construe as well as translate apprehensible handwritten
input automatically, which is of great interest as well as a
gainsay in the field of object identification. It has numerous
down to earth applications in real time e-processing of data,
such as automatic address reading, postal mail sorting through
ZIP/PIN code, bank check processing, etc. As a benchmark,
the Modified National Institute of Standards and Technology
(MNIST) dataset has been used often times to design afresh
digit recognition system [2], [3]. In the literature study, we
found a great amount of works based on MNIST dataset,
suggesting many different methods [4]–[6]. Lauer et al. [7]
have proposed trainable feature extractors for handwritten digit
recognition. A comprehensive examination by Liu et al. [8]
compares the performance of previously proposed classifiers
including linear and polynomial classifier, Nearest Neighbor
classifier, and different neural networks. Normally individuals
don’t generally compose the same digit in the very same way
at a given purpose of time. Due to this within class variance
of the shape of a character, it is a major challenge for the
researchers to classify the character. Many feature extraction
approaches such as biologically inspired features [9], higher
order singular value decomposition [10], GA-based feature
selection approach [11], Fuzzy model based recognition [12]
have been proposed to specify the shape invariance within

a class to improve the discrimination ability. It is observed
that the accuracy and efficiency of many classifiers could be
improved substantially by extracting direction features, local
structural or curvature feature [13]. Kumar et al. [22] used
mathematical morphology techniques to divide the dataset into
two groups and further classify those considering the structural
features of the digits. The overall recognition rate recorded
as 92.5%. The system fails to identify the digits due to the
broken lines with large gap, incomplete digits and the digits
with uneven strokes. Also, many multi resolution techniques
are used for the classification of English digit. S-transform is
one of the multi resolution techniques that extracts multi-scale
resolution like discrete wavelet transform [17]. It has been
widely used in image restoration and texture analysis [16].
One of the major limitations of S-transform is its exponential
computational overhead. As of late a speedier adaptation of
the S-transform,in particular, discrete orthonormal Stockwell
transform (DOST) has been intended for feature extraction. We
have utilized the discrete cosine transform (DCT) rather than
fast Fourier transformation in DOST which prompts Discrete
Cosine S-Transform (DCST).

The remaining piece of the paper is composed as takes after.
Section II gives a full depiction of the database utilized. The
discrete cosine S-transform examined briefly in Section III-A.
The proposed method is depicted in Section IV. Section V
depicts the outcomes took after by finishing up concluding
remark in Section VI.

Fig. 1: 100 sample digit images of MNIST dataset



TABLE II: Total number of samples for each digit in the test set.

Test set 0 1 2 3 4 5 6 7 8 9
Frequency 1001 1127 991 1033 980 862 1014 1070 944 978

II. DATABASE USED

The MNIST database was gotten from NIST’s Special
Database 3 (SD-3) and Special Database 1 (SD-1) [2] that
comprises of binary images of written by hand digits ranging
from 0 to 9. These are collected by high school students
and employees of the United States Census Bureau. A total
of 30,000 patterns from SD-3 and 30,000 from SD-1 are
gathered aimlessly to have 60000 samples in the training set.
Test set comprises of 10,000 samples out of which 5,000 are
chosen from SD-3 and the rest are from SD-1. The MNIST
dataset contains gray-scale images of size 28× 28. Thus, the
dimensionality of each image sample vector is 784. Hundred
sample images from the MNIST database are appeared in
Fig. 1. Since the samples are as of now standardized along
these lines, a little measure of preprocessing is required. For
our experiment we have normalized further all the images
of the MNIST dataset to 20 × 20 image size by killing the
unsought boundary pixels up to width four. Accordingly, the
dimensionality of every image test vector gets to be 400
lengths. The MNIST database is publicly available at the

TABLE I: MNIST dataset files and their sizes

Files Size in Bytes
Training set images 9912422
Training set labels 28881
Test set images 1648877
Test set labels 4542

homepage of LeCun [3] and these are shown in Table I along
with their sizes in bytes. The distribution of each digit of the
test set is shown in Table II.

III. FEATURE EXTRACTION

The proposed scheme uses a multi-resolution technique i.e.,
2D discrete cosine S-transform (DCST) for feature extraction,
which is a variation of Stockwell transform (ST) [18]. Each
image from MNIST database is resized to 20×20, further the
DCST coefficients are calculated at each pixel to get a feature
length of 400.

A. Discrete Cosine S-Transform

The ST gives a full time decomposition of a signal and
retains absolutely referenced phase information. Likewise, the
ST is evinced in the Cosine domain as,

s(τ, f) =

∞∫
−∞

C(ψ + f)e
− (2πψ)2

2f2 ei2πψτdψ (1)

where C(f) is the Cosine spectrum of c(t) and other param-
eters have their usual meaning. The discretization of (1) leads

to the Discrete Stockwell Transform (DST) and is given by,

S[k, n] =

N−1∑
m=0

e−
2π2m2

n2 H[m+ n]e
i2πmk
N (2)

where k is the time translation and n is the index of frequency
shift with n 6= 0. Here H(.) is the DCT of h(.). The 2D-
DST of an image of size N × N has the growth function
O[N4 + N4log(N)]. Due to high complexity and redundant
information of S-transform, it is not frequently used in many
applications. Notwithstanding, DCST can be utilized to speak
to information effectively, which is the orthonormal variant of
the DST, creating N point time recurrence representation for a
signal of length N. In this way, DCST give features with zero
data redundancy. The voice frequencies (vx, vy) are obtained
within the bandwidth of 2px−1 × 2py−1. If we represent the
voice frequencies as a complex image where, vx corresponds
to real and vy corresponds to imaginary part then the mag-
nitude and phase angle is obtained by Mv =

√
v2x + v2y and

θv = tan−1(
vy
vx
) respectively. Hence, for each sample, we

obtained 400 DCST coefficients where the size of the image
is 20×20. So, our feature matrix size for m samples is m×400.

B. Classification Phase

We have considered the back propagation neural network
(BPNN) for the classification of the test set. The Artificial
Neural Network (ANN) used has three layers as shown in the
Fig. 2. The DCST features are extracted from each sample in
the training set. The network is trained considering the samples
from the training set. We fixed a total of 400 (i.e., n = 400)
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Fig. 2: General structure of a three layer ANN of size (n-k-m)

neurons in the input layer and since we have ten classes to
classify, the ANN has 10 neurons in the output layer (i.e., m
= 10). For better convergence performance, the neurons in the
hidden layer are appositely fixed during the experiment.
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Fig. 3: Proposed scheme

IV. PROPOSED METHOD

Our proposed method is illustrated in the Fig. 3. The 400
DCST feature vector of all normalized images in the training
set is extracted and stored in a feature matrix, leading to a
size of 60000× 400. The feature matrix along the associated
labels is trained using the neural network tool in MATLAB to
produce a network ‘nn’. Now, the process is repeated for each
sample from test set and a class is assigned to each sample
by performing a pattern matching over the network i.e., nn.
To perform simulation, we have assumed the following:

1) The dividerandom() method is used to split the data set
into three sets.

2) For faster training, scaled conjugate gradient method
trainscg is used.

3) The train of the neural network stops when either the
gradient reaches a value of 10−6 or the number of
consecutive validation checks reaches 6, i.e., there is no
better improvement of the gradient for six consecutive
iterations.

4) In testing dataset, 70% samples are used to train the
network, 15% are used for validation and the rest are
used for testing the network.

The performance of the classification is evaluated with the
assistance of confusion matrix that use to assess the quality of
the output of a classifier on a given data set. The performance
measures like true positive (TP ), false positive (FP ), true
negative (TN ), and false negative (FN ) are ascertained which
thus assesses the sensitivity, specificity, fall out, and miss

rate by the following equations.

Sensitivity (or TPR) =
TP

TP + FN
(3)

Specificity (or TNR) =
TN

TN + FP
(4)

Fall out (or FPR) =
FP

TN + FP
(5)

Miss rate (or FNR) =
FN

TP + FN
(6)

Accuracy =
TP + TN

TP + FN + FP + TN
(7)

The accuracy of the network can be calculated from the
Equation 7.

TABLE III: Confusion values for MNIST database

False False True True
Negative Positive Positive Negative

Digit Rate Rate Rate Rate
0 0.0009 0.0090 0.9910 0.9991
1 0.0015 0.0107 0.9893 0.9985
2 0.0024 0.0232 0.9768 0.9976
3 0.0028 0.0156 0.9844 0.9972
4 0.0017 0.0193 0.9807 0.9983
5 0.0016 0.0208 0.9792 0.9984
6 0.0009 0.0118 0.9882 0.9991
7 0.0015 0.0149 0.9851 0.9985
8 0.0024 0.0202 0.9798 0.9976
9 0.0020 0.0154 0.9846 0.9980

V. RESULTS AND DISCUSSION

In the supervised learning of the MNIST dataset [19] we
utilize 10,000 specimens out of 70000 accessible examples
to decrease the computational expense. Out of these, 7000
examples are decided for training, 1500 are for validation and
the rest are utilized for testing. Experimentally, the number
of neurons in the hidden layer of the network is observed
to be eighty for better convergence characteristics (Fig. 6).
Subsequently the ANN classifier has the structure of 400-80-
10. The performance parameters are recorded in the Table
III demonstrating the sensitivity, specificity, fall-in and fall
out separately and the curve between the cross-entropy and
number of epochs is plotted and appeared in Fig. 4. The

TABLE IV: Confusion matrix for MNIST dataset

Digit 0 1 2 3 4 5 6 7 8 9
0 993 0 0 1 1 1 1 1 1 2
1 0 1114 5 0 2 2 0 0 2 2
2 1 5 969 4 1 3 0 3 5 0
3 2 0 8 1008 0 6 0 4 4 1
4 0 0 4 0 965 1 2 0 2 6
5 1 0 0 5 0 847 5 0 4 0
6 3 1 1 0 3 0 1006 0 0 0
7 0 3 3 3 1 0 0 1057 0 3
8 2 2 2 2 0 4 4 5 922 1
9 0 1 0 1 11 1 0 3 1 960

receiver operating characteristic (ROC) curves for all ten



classes are shown in one place (see Fig. 5). The region under
the ROC curve gives the precision too. The more the curve
towards the upper left corner the more is system’s exactness.
The confusion matrix for testing patterns is appeared in the
Table IV. It is observed that proposed scheme gives an overall
accuracy of 98.8%. The portion of samples misclassified is
0.012 i.e., 1.2% error. We have also compared our scheme
with some of the existing schemes that is portrayed in Table
V.

TABLE V: Other results on MNIST.

Scheme Over all Error rate(%)
Structural features [22] 7.5
Nearest neighbor classifier (Euclidean) 3.09
Higher order singular value decomposition [10] 2.0
Convolutional Net LeNet-1 [20] 1.7
Our scheme 1.2
Polynomial SVM [20] 1.1
Direction gradient [21] 0.42
Human [19] 0.2
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Fig. 4: Performance curve of MNIST dataset

VI. CONCLUSION

Our preliminary result shows that the discrete cosine S-
transform features alongside back propagation neural network
is adequately descriptive for the purpose of classification
of handwritten English digits of the MNIST dataset. This
demonstrates viability of the proposed method over some of
the existing schemes. Still, further improvement is conceivable
to accomplish more exactness than recommended in this paper.
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