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Abstract—A distributed Block LMS estimate strategy is de-
veloped by appealing to collaboration techniques that exploits
both space and time structures of data. In diffusion strategies,
information are exchanged among the nodes, usually containing
noisy links. The weight combination of the neighboring nodes play
a crucial role in adaptation and tracking ability of the network.
The paper investigates for general adaptive diffusion algorithm,
in presence of various sources of imperfect information exchange,
then moves on to investigate for BLMS diffusion method, which
plays a crucial role in reducing the burden of communication by
a factor of block length.

I. INTRODUCTION

Distributed adaptive algorithms are incorporated on large
geographic area, in order to reduce the energy consumption
among the nodes, decrease load of computation as compared
to centralized processing network. The sensors used in dis-
tributed adaptation have the capability of data acquisition, self
computation and sharing of information in between the nodes
of network. Various mode of cooperation among the nodes
have been proposed like incremental, diffusion, probabilistic
diffusion mode of cooperation. Being immune node and link
failure [1] diffusion mode of cooperation is selected compared
to incremental mode.

In diffusion mode of cooperation each node tries to es-
timate the global unknown parameter and in turn shares
information of regressor, desired, estimated weight amongst its
neighboring connected nodes [1]–[4]. In practice these sharing
of data among the nodes are not idle in nature. For presence of
link noises and quantization error among the links the shared
data are perturbed which in turn hampers for proper estimation
of parameter. In [5], the paper tries to study the effect of
these link noises using LMS algorithm of diffusion mode of
cooperation. In [6], it has implemented BLMS method for
incremental mode of cooperation.

This paper tries to implement Block Least Mean Squares
(BLMS) algorithm in diffusion mode of cooperation, for
amount of data communication is reduced by a factor of block
length and thus reduces the energy consumption among the
nodes. One more advantage of BLMS is it averages out the
result for block size of data thus shows a bit better result
compared to LMS algorithm.

We use boldface letters to denote random variables and
normal font for deterministic (non-random) quantities. Capital
letters are used for matrices and small letters for vectors and
scalars. All vectors are column vectors except for regression
vectors, which are denoted by throughout. The superscript
(.)T represents the transpose of a matrix or a vector. The
notation col{...} stands for a vector obtained by stacking the
specified vectors. Similarly, we use col{...} to denote the
(block) diagonal matrix consisting of the specified vectors or
matrices. The trace of a matrix is denoted by Tr(.), expectation
is denoted by E(.) and ⊗ denotes Kronecker product.

II. PROBLEM FORMULATION

The objective of the WSN is to estimate the parameter of
the environment using the measured data. A connected network
with N nodes is considered. Each node k collects a scalar
measurement yk(i) and 1 × M regression data vector xk,i.
Converting them to block format of both input regressor data
and desired data we have

Xk,i = col
{
xk,(i−1)L+1,xk,(i−1)L+2, . . . . . .,xk,iL

}
(1)

yk,i = col {yk (i−1)L+1, yk (i−2)L+2, . . . . . . ,yk(iL)}
(2)

with dimensions L×M and L×1 respectively over successive
time instant i ≥ 0 and for L denotes the block size. With the
linear regression model the unknown parameter w0 of M × 1
across all the nodes in the network is given by relation

yk,i = Xk,iw0 + vk,i (3)

where vk,i is the associated model noise with zero mean and
variance σ2

v,k. The nodes in the network will estimate w0 by
solving the minimization problem as given below

min
w

N∑
k=1

E
∣∣yk,i − Xk,iw

∣∣2 (4)

Solving above problem with adaptation and learning prop-
erty with immune to node link failures, diffusion mode of
cooperation is selected.



III. DIFFUSION UNDER PERFECT DATA EXCHANGE

The combined CTA and ATC strategies for diffusion net-
work together is defined as

Φk,i−1 =
∑
l∈ℵk

a1,lkwl,i−1 (5)

Ψk,i = Φk,i−1 + µ′k
∑
l∈ℵk

clk.X∗l,i
(
yl,i − Xl,i.Φk,i−1

)
(6)

wk,i =
∑
l∈ℵk

a2,lkΨl,i (7)

for µ′k is small positive block step-size and a1,lk, clk, a2,lk are
non-negative entries of the N ×N matrices with (A1, C,A2)
respectively. The coefficients a1,lk, clk, a2,lk are zero, wherever
l is not connected the node k is l /∈ ℵk, where ℵk denotes the
neighborhood of node k. For ATC implementation A1 = I
taken and for CTA implementation A2 = I is taken and for
noncooperation implementation all the coefficients are taken
to be I .

The matrices (A1, C,A2) are either left or right stochastic
i.e.

AT1 1N = 1N ,A
T
2 1N = 1N , C1N = 1N (8)

Defining the error vectors

Φ̃k,i−1 = w0 −Φk,i−1 (9)

Ψ̃k,i = w0 −Ψk,i (10)

w̃k,i = w0 − wk,i (11)

Substituting the linear model ( 3) into the adaptation step ( 6),
we get

Ψ̃k,i = (IM − µ′kRk,i) Φ̃k,i−1 − µ′ksk,i (12)

where Rk,i, sk,i and µ′k are defined as

Rk,i =
∑
l∈ℵk

clk.X∗l,i.Xl,i (13)

sk,i =
∑
l∈ℵk

clk.X∗l,i.vl,i (14)

µ′k =
1

L
µk (15)

Globalising these above vectors and matrices we have
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Fig. 1: Noisy Link in between l and k

Ψ̃i
∆
= col

{
Ψ̃1, Ψ̃2, ..., Ψ̃N

}
w̃i

∆
= col {w̃1, w̃2, ..., w̃N}

Φ̃i
∆
= col

{
Φ̃1, Φ̃2, ..., Φ̃N

}
µ′

∆
= diag {µ′1IM , µ′2IM , ..., µ′NIM}

Ri
∆
= diag {R1,i,R2,i, ...,RN,i}

si
∆
= diag {s1,i, s2,i, ..., sN,i}

(16)

Finally the recursive error vector w̃i is given by

w̃i = AT2 (INM − µ′Ri)AT1 w̃i−1 −AT2 µ′CT si (17)

where

A1 = A1 ⊗ IM , A2 = A2 ⊗ IM , C = C ⊗ IM (18)

IV. DIFFUSION UNDER NOISY INFORMATION EXCHANGE

In diffusion mode of cooperation for estimation of the
global parameter w0 data of node k is shared with its neigh-
boring nodes l for l ∈ ℵk and vice-versa. In practice, these
transmissions are subjected to additive noise and quantization
error. The objective of this work is to analyze the aggregate
effect of these perturbations on general BLMS diffusion strate-
gies.

Considering exchange of information over links with addi-
tive noise as in Fig. 1, we have

wlk,i−1 = wl,i−1 + v(w)
lk,i−1 (19)

Ψlk,i = Ψl,i + v(Ψ)
lk,i (20)

ylk,i = yl,i + v(y)lk,i (21)

Xlk,i = Xl,i + v(X)
lk,i (22)

with dimensions of v(w)
lk,i−1, v

(ψ)
lk,i, v

(y)
lk,i, v

(X)
lk,i as M × 1,M ×

N,L× 1, L×M respectively.



with the inclusion of noisy links the overall BLMS diffu-
sion algorithm becomes

Φk,i−1 =
∑
l∈ℵk

a1,lkwlk,i−1 (23)

Ψk,i = Φk,i−1+

µ′k
L−1∑
r=0

∑
l∈ℵk

clk.X∗lk,(i−1)L+r

(
ylk,(i−1)L+r
−Xlk,(i−1)L+r.Φk,i−1

)
(24)

wk,i =
∑
l∈ℵk

a2,lkΨlk,i (25)

Further with introduction of scalar zero-mean noise signal we
have

vlk,i = vl,i + v(y)lk,i − v(X)
lk,i .w

0 (26)

for l ∈ ℵk\ {k} it’s variance is defined as

σ2
lk

∆
= σ2

v,l + σ2
v,lk + w0∗R(X)

X,lkw
0 (27)

The noisy linear model is now redefined with link noises
as

ylk,i = Xlk,iw0 + vlk,i (28)

with this the error weight recursion will be defined as

Ψ̃k,i =
(
IM − µ′kR′k,i

)
Φ̃k,i−1 − µ′kzk,i (29)

where R′k,i is a M ×M matrix with zk,i as M × 1 vector.
given as

Rk,i =
∑
l∈ℵk

clk.X∗lk,i.Xlk,i (30)

zk,i =
∑
l∈ℵk

clk.X∗lk,i.vlk,i (31)

Globalizing the above error weight recursion with globalizing
the regressor data and desired data and other parameters we
have

R′i = diag
{

R′1,i, ...,R′N,i
}

zi = col {z1,i, ..., zN,i}
v(w)
i = col

{
v(w)
1,i , ..., v

(w)
N,i

}
v(ψ)i = col

{
v(ψ)1,i , ..., v

(ψ)
N,i

} (32)

So, the final global error weight recursion for diffusion
algorithm with BLMS method is defined as

w̃i = AT2 (INM − µ′R′i)AT1 w̃i−1−
AT2 (INM − µ′R′i) v(w)

i−1 −AT2 µ′zi − v(ψ)
i

(33)

V. MEAN CONVERGENCE

Finding the expectation of weight error recursion of (33)
we have

E (w̃i) = G.E (w̃i−1)−AT2 (INM − µ′R′) .E
(

v(w)
i−1

)
−AT2 µ′E (zi)− E

(
v(ψ)i

)
(34)

where

G = AT2 (INM − µ′R′)AT1 (35)

R′ = E (R′i) = diag (R′1, ..., R
′
N ) (36)

R′k
∆
= E

(
R′k,i

)
=
∑
l∈ℵk

clk

(
RX,l +R

(X)
v,lk

)
(37)

for Gaussian noises with zero mean

E
(

v(w)
i−1

)
= E

(
v(ψ)i

)
= 0 (38)

So, the expression of (34) becomes

E (w̃i) = G.E (w̃i−1)−AT2 µ′E (zi) (39)

with the presence of the driving force z, which will disappear
from (39) if there were no noise present during the exchange
of data among the nodes. For convergence to occur in mean
the coefficient of the matrix G must be stable, i.e. ρ (G) < 1.
The matrix AT1 and AT2 are right stochastic matrices, so the
matrix G is stable whenever (INM − µ′R′) is stable. With this
the upper bound of step-sizes µk to guarantee the convergence
of E (w̃i) to steady state value must satisfy the condition

µ′k <
2

λmax (R′k)
(40)

λmax (R
′
k) = λmax

( ∑
l∈ℵk

clk

(
RX,l +R

(X)
v,lk

))

≤

( ∑
l∈ℵk

clkλmax

(
RX,l +R

(X)
v,lk

))
≤ max

l∈ℵk
λmax

(
RX,l +R

(X)
v,lk

) (41)

Convergence condition for BLMS diffusion algorithm is to
satisfy the condition of

µk <
2

L.max
l∈ℵk

[
λmax

(
RX,l +R

(X)
v,lk

)] (42)



Fig. 2: Network structure of 20 nodes
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Fig. 3: variance of input regressor and measurement noise

VI. SIMULATION AND RESULTS

A network consisting of 20 nodes as shown in Fig. 2
is taken for simulation study of BLMS diffusion algorithm.
The size of unknown global vector w0 is chosen to be 4
and the weights are considered to be normalized as equals to
[1/2, 1/2, 1/2, 1/2]. The regressor Xk,i is chosen to be Gaussian
and their corresponding variance σ2

X,k of nodes are as shown
in Fig. 3a and the measurement noise variances σ2

v,k are as
shown in Fig. 3b The block size is chosen to be L = 16,
number of samples taken is 1600 and the step size is selected
to be µ = 0.01 for LMS case. Variances of various link noise
present in between the node links are shown in Fig. 4

The BLMS diffusion algorithm is performed for 100 in-
dependent experiments and their Excess Mean Square Error
(EMSE) and Mean square Deviation (MSD) is computed by
taking average over all the experiments and all the nodes.
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Fig. 4: Node link noises in dB

Implementing diffusion algorithm all the coefficients A1, C,A2

are chosen in general as A1 = I , C =metropolis and
A2 =relative degree for LMS as well as for BLMS. Simi-
larly for noncooperation mode of diffusion adaptation all the
coefficients are chosen as identity matrix (I). The simulation
results of EMSE and MSD obtained are given in Fig. 5.

VII. CONCLUSION

From the simulation results of EMSE and MSD obtained in
Fig. 5 it is clear that both LMS and BLMS have relatively same
steady state performance for diffusion mode of cooperation.
The BLMS noncooperation mode of diffusion algorithm is
having lower steady state performance as opposed to BLMS
diffusion mode despite of no communication in between the
nodes i.e. remaining immune to node link noises and quan-
tization error. The main benefit of using BLMS algorithm is
decrease in cost of data communication by a factor of block
length thus extending battery life of nodes as compared to
LMS diffusion strategy.
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Fig. 5: Overall EMSE and MSD plots done taking mean over
all nodes
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