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Abstract: With the advent of image and video representation of 
visual scenes in digital computer, subsequent necessity of 
vision-substitution representation of a given image is felt. The 
medium for non-visual representation of an image is chosen to 
be sound due to well developed auditory sensing ability of 
human beings and wide availability of cheap audio hardware. 
Visionary information of an image can be conveyed to blind 
and partially sighted persons through auditory representation 
of the image within some of the known limitations of human 
hearing system. The research regarding image sonification has 
mostly evolved through last three decades. The paper also 
discusses in brief about the reverse mapping, termed as sound 
visualization. This survey approaches to summarize the 
methodologies and issues of the implemented and 
unimplemented experimental systems developed for subjective 
sonification of image scenes and let researchers accumulate 
knowledge about the previous direction of researches in this 
domain. 
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I. INTRODUCTION 

Data conversion between the visual and audio domain 
has been an active research area due to a growing interest of 
researchers into non-visual techniques such as sound, touch 
and smell to represent information. The same information 
can be represented by a sound or tactile display. These 
forms of representing a data are more appealing to human 
beings and they serve the purpose of facilitating 
communication or interpretation. Sonification is defined as 
the sound (auditory) representation of non-speech data to 
convey information [1]. More specifically, sonification is 
the transformation of any data relation into perceived 
relation in an acoustic signal. The capability of human 
auditory system of discerning subtle changes in acoustic 
patterns makes sonification a useful method of data 
representation. Research proves that auditory display is 
superior to its visual equivalent [2]. By its very nature, 
sonification is interdisciplinary. The conversion of image to 
auditory signal is coined as image sonification. It is perhaps 

the most admired form of sonification due to its versatile 
applicability in real life. As an image can be visualized as a 
two dimensional pixel-space each pixel having a discrete 
value, hence an image can also be represented as a three 
dimensional matrix having three indices as: x-position, y-
position, and intensity-value. The mathematical nature of 
the process of image sonification is the conversion of a data 
from static two-dimensional domain to a one dimensional 
time domain. The helical coordinate system [3] is used as a 
framework by many researchers to analyze two-dimensional 
data with methods for one-dimensional space. 

II. PIONEER RESEARCHES 

Initial attempts of image-to-sound mapping failed to 
bring out useful results. The major bottleneck was the 
failure of the researchers to follow the principles of 
psychoacoustic in implementing image-to-sound conversion 
methods. Therefore there has been a strong foundation of 
research that has subsequently taken place regarding 
intensity, frequency, and temporal discrimination of static 
audible sounds as discussed in [4]-[6]. The determinants of 
pitch and loudness, the effect of masking [7], and human 
auditory localization abilities [8] are also explicitly 
researched and understood. Recently, researchers have 
begun extending their investigations towards the perception 
of more complex, dynamic auditory patterns in speech and 
music, which is of primitive relevance for sonification 
research [9]-[11]. Further researches revealed that a one-to-
one mapping (invertible) from image to sound can ensure 
the preservation of visual information [12]. For image 
sonification, the strategy adopted by the researchers in one 
of the earliest experimental system for auditory 
representation of image is to sweep a line across the image 
and converting the pixels falling on the sweeping line into 
sound [12]. Related works to this can be found in [13]-[16].  

Other strategies (viz. query-based method and tour-based 
method) have been adopted for vector and object-based 
images. Authors in [17] have proposed a novel path-based 
model for sonification. 



 

III. RELATED WORKS 

In The vOICe system developed by W. D. Jones in [18], 
the image captured using a suitable single video camera is 
scanned in left-to-right direction for sound generation. The 
implementation in this research approached to convert upper 
portion of the image into high frequency tones and bottom 
portion into low frequency tones. Hence there was no 
discrimination between objects and backgrounds in the 
image. To serve the objective of forming sound depending 
on objects present in the image, captured image is first 
converted to 32×32 greyscale image and an image 
processing operation is done on the image for foreground 
and background segmentation in research carried out in 
NAVI [19]. The foreground is assigned high intensity 
values whereas the background is assigned low intensity 
values. The stereo sound obtained converting the image has 
amplitude directly proportional to intensity of image pixels, 
and the frequency of sound is inversely proportional to 
vertical orientation of pixels. 

There are basically two independent stages that occur 
during the process of sonification [20]. First a transfer 
function is generated that details how the data values are 
changed to sound. Second, the auditory data generated by 
the first stage is rendered with appropriate pitch and 
frequency. The two stages applied in succession produce an 
audible sound. 

IV. TRANSFER FUNCTION GENERATION 

The first step follows the image-to-sound mapping 
model as discussed in [12]. In this approach an image is 
transformed into a time-multiplexed auditory representation 
to achieve high resolution as shown in Fig. 1 [12]. The 
resulting sound represents the input image up to a resolution 
of 64×64 pixels with 16 gray-tones per pixel. 

The way of traversal of the input data is to be taken into 
consideration. The process of transfer function generation 
can further be subdivided into three general classes on the 
basis of method of traversing input data. 

 

 
Fig. 1  Principles of the image-to-sound mapping 

A. Query-based Method 

Query based method is one where the system queries the 
user for pointing to a portion of information that needs to be 
sonified and the user uses a selector for continuously 

selecting the information to be sonified, as proposed by 
authors in [21]. This method largely depends on human 
intervention throughout the process of sonification. Another 
example of a query based sonification is in [22] where 
sonification of heating schematics is presented. 

B. Tour-based Method 

Tour based method is one where the information is arranged 
into a predefined order for sonification. The tour consists of 
points of interests in the data set starting from a point and 
ending at the same point. A tour based method is suitable of 
sonification of a vector image, where the developer only 
needs to find a tour that visits the individual components 
that are of interest. Hence human intervention is not needed 
throughout the sonification process, but is needed only at 
the time of deciding the tour. However pre-deciding on a 
suitable tour for a given image is difficult to find. 
 

 
Fig. 2  Schematic arrangement of two possible path points 

C. Path-based Method 

A path based method is devised in [17] where the 
creation of path is based on a series of path points. This 
allows the path to be rescaled independent of the data. 
Devising different paths is important because the 
sonification on the same dataset along two different paths 
would be resulting in different sonified audio. Fig. 2 depicts 
two different paths as described in [17] which create 
different audios from sonification when the authors applied 
them onto the same dataset. Span defines the neighbourhood 
associated with every path point. In addition to the ability of 
specifying the span, the angle of interception between the 
span and the path can be specified by span angle. To 
optimize the length of the path, a span envelop is generated. 
Unlike other techniques, each path point can be placed 
anywhere within abstract space in a complete random order. 
There are two stages prescribed to generate a sonification 
from a path. The first stage deals with mapping the path 
onto the actual data set, which requires specifying how each 
span section maps onto the underlying data. The second 
stage involved generation of sound associated with each 
path point depending on the data values currently under the 
span and the transfer function. 

V.  RENDERING AUDITORY DATA 

After an image is converted to its auditory 
representation, an issue of concern is how to render auditory 
data. The audio data to be rendered must conform to the 
principles of psychoacoustic, as well as should be reflecting 
subtle changes in different portions of input image. As the 



 

area of Sonification is still considered to be in its infancy, 
current researches are progressing towards determining the 
best set of sound components to vary in dissimilar situations. 
There are several techniques for rendering auditory data as 
categorized below. 

A. Audification 

This method translates the data itself to amplitude values 
of the waveform. It is applicable if the data itself is a time 
series, e.g. data from a dynamic system like neural networks 
or seismic data. This sonification and its related forms are 
quite useful in monitoring large data sets in strongly 
compressed time. There is a need of scaling the pitch of the 
audio according to suitability of human perception. 
Tools for scaling the pitch or stretching the time-scale 
without affecting the pitch (one type of acoustic microscope) 
are useful to enhance this form of sonification. 

B. Earcons (Auditory Icons) 

This sonification is applied in sounds that are used in a 
metaphorical sense, so that the human effort to learn the 
display is decreased, e.g. filling a bottle with water produces 
a commonly known sound of evolution, which might be 
applied to a 'state of download-meter' sonification. A lot of 
research in the field of sonification focuses on how to find 
or select suitable sounds for a GUI. However, this display is 
rather unsuitable for presentation of general types of data. 

C. Model-based Approach 

Human acoustic senses have evolved and optimized to 
listen to natural sounds and are furthermore specialized to 
draw information from it. So, the idea behind this approach 
is to build a Sonification interface, in which  the sound is 
produced similar to the physical model and where the 
modes of interaction with the data takes the usual 
proceeding in inspecting objects into account. 

D. Parameter Mapping 

It is a kind of sonic scatter plot. For each data record, an 
acoustic event is generated whose properties are driven by 
the data values (which are mapped to the sound attributes). 
The columns of a data set may be mapped to pitch, duration, 
volume, onset of the tone, vibrato strength, vibrato speed, 
brightness, spectral evolution of the sound, roughness, the 
envelope of the sound, etc. The high number of different 
attributes allows flexibility of designing a high dimensional 
acoustic display. 

Apart from the techniques discussed above, another novel 
approach towards rendering auditory data through stream-
based approach is proposed by S. Barrass in [23]. However 
none of these techniques utilizes the color information of an 
image for sonification. 

VI.  COLOR IMAGE SONIFICATION 

Color information of an image can be of added interest 
while sonifying an image. The color models commonly used 

are RGB (Red-Green-Blue), HSL (Hue-Saturation-
Lightness), HSV (Hue-Saturation-Value), CMYK (Cyan-
Magenta-Yellow-Key) models. Out of these models, RGB 
model is best suitable to be considered as a basis for the 
transformation of colors into sound. Apart from the standard 
models, a non-standard color model, coined as semantic 
color model is proposed in [24] to be more convenient than 
RGB to serve the purpose of color-to-sound conversion. The 
color space of semantic color model is a proper subspace of 
the RGB model as described in [24]. 

Semantic color model uses those colors as primary colors 
which are named and appear frequently in the language. 
User is allowed to add other colors of interest if they need. 
Default primary colors for this model are: red, green, blue, 
yellow, orange, purple, brown and gray. This model 
uniquely expresses a color by means of only two primary 
colors. The motivation behind is that two sounds are easily 
distinguishable by human auditory system, and it is also 
easy for approximately describing any color as a 
combination of two primary colors. 

The sounds assigned to the primary colors can be 
artificial sounds, musical sound or other sounds that are 
mutually well distinguishable. The proposed approach in 
[24] is tested by students and blind users at Faculty of 
Informatics, Masaryk University in Brno in cooperation 
with Teiresias Centre. 

Color properties of an image are not yet much exploited 
to generate sound. The distinctness of sounds assigned to 
primary colors are an open research area to study. Different 
color models can also be proposed by new researchers that 
are further suitable for color to sound conversion. 

VII. APPLICATIONS AND TOOLS 

Sonification has been applied to numerous application 
domains and dataset, including statistical information such 
as stock market data [25]. Ample techniques of sonification 
are applied and appreciated due to its interdisciplinary 
nature. Sonification also marks its applicability in 
representation of network diagrams (such as central heating 
schematics)[22], algorithm presentation (e.g. sorting 
algorithms)[26], representing physical data (such as oil and 
gas well Sonification) [27], and medical applications [28]. 
Image sonification finds its application in real life as it can 
aid a blind person to understand his surrounding through 
audio. A person perceives the change in surrounding 
through his vision. Likewise a blind person can understand 
a change in his surrounding listening to the change in 
frequency and pitch in the audio which is generated and 
streamed from successively taken image frames capturing 
the surrounding of the person. AudioGraf is a query based 
diagram reader developed on the basis of an audio-tactile 
representation for the visually impaired people [29]. Recent 
research in [30] depicts experimental set up of an electronic 
blind aid, coined as The optophone. 

There has been several image sonification software 
developed by the research organizations and software 



 

vendors. xSonify [31] is a Java application for displaying 
numerical data as sound which is developed by Goddard 
Space Flight Center, National Aeronautics and Space 
Administration USA (NASA). Sonification Sandbox v.3.0 is 
also a Java program that converts datasets to sounds. 
Sandbox is developed by GT Sonification Lab, School of 
Psychology, Georgia Institute of Technology. Examples 
also include Metasynth (by U&I Software), MUSE: A 
musical data sonification toolkit, and Audiosculpt (by 
IRCAM). All the tools mentioned are developed for specific 
applications. 

VIII. SOUND VISUALIZATION 

The domain of image sonification and sound 
visualization are complimentary to each other. Sound 
visualization refers to the inverse process of image 
sonification. Sound visualization maps an audio to its 
equivalent image representation. Rastogram is an approach 
for raster visualization of sound [32]. The importance of 
rastogram is in the fact that time scale modification and 
frequency shifting of a sound can be performed by resizing 
its rastogram. This facilitates analysis of sound with the 
help of rastogram. 

IX. CONCLUSIONS 

Though image sonification has been an active area of 
research interest for the last few decades, but there has 
hardly been a significant landmark outcome of the 
researches. Different methods has been tried out and tested 
for delivering well-perceivable sound from an image. The 
latest trend of research in the direction of image sonification 
is towards multi channel image data analysis using 
sonification. Image sonification opens a scope for 
processing an image by processing its equivalent sound. 
Likewise the research along the counter direction, i.e. sound 
visualization has marked its applicability for aiding the deaf 
people. Further practical implementation towards image 
sonification and sound visualization awaits evaluation of a 
system through experiments carried out with blind and deaf 
persons. 
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