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Abstract—Lip is claimed to be a unique organ in human body
and hence a candidate for being a biometric. The uniqueness of
lip has been proven by the researchers by using color information
and shape analysis. These measures of lip are unique for every
person. This paper proposes that grayscale lip images constitute
local features. The claim has been experimentally established by
extracting local features from 23 grayscale lip images from 10
different subjects and measuring the accuracy of match. There
are two techniques applied for extraction and matching of local
features from lip, viz. SIFT and SURF. The accuracy turns out
to be very high (>90%) in both the experiments conducted.

I. Introduction

Lip is the tactile sensory organ constituting the visible
portion of the mouth. The external-most skin of the lip
is stratified squamous epithelium. The lip skin has visible
wrinkles that are identifiable and unique for each human. For
this very reason, lip image or latent lip print is a candidate to
be a biometric trait [1]. Moreover lip patterns have temporal
stability [2] and can be captured in non-invasive manner.
The importance of lip print recognition comes into play in
forensics as well. The science of gender classification on
the basis of lip print analysis is termed as cheiloscopy [3].
There has been significant analysis of recognition through
lip shape and lip color [4]. This paper approaches to extract
the local features from grayscale lip image applying Scale
Invariant Feature Transform (SIFT) [5] and Speeded up Robust
Features (SURF) [6]. Both the approaches efficiently detect
and match the local features of two images of same lip even
when the size of two images are different or the lip images are
having rotation due to tilt of subject’s face. The experimental
results establish the existence of unique local features in lip
prints.

II. Lip Segmentation

The objective of lip segmentation is to obtain accurate inner
and outer lip borders. The authors in [7] have devised a
novel approach for lip segmentation by exploiting the color
information from video of a speaker. First a logarithmic color
transform is performed from RGB to HI color space. Second
a statistical approach of Markov random field modeling is
deployed to determine the red hue prevailing region and
motion in spatiotemporal neighborhood [7]. Subsequently

authors in [8] have proposed spatial fuzzy clustering algorithm
for lip segmentation. The distribution of data in feature space
and the spatial interactions between neighboring pixels during
clustering are taken into consideration for this implementation.

However, the quality of frames obtained from video are
inferior to a captured still image. In the proposed research, lip
images are captured by Cannon PowerShot A1100IS camera
in constrained illumination avoiding reflection of surrounding
light on the lip. Acquired images are accurately segmented by
human experts. To test the recognition performance through
lip prints, segmented images are fetched to the local feature
extraction and matching technique.

III. Lip Feature ExtractionMethodologies

There are researches carried out in the direction of
extracting feature from lip image by shape analysis, color
analysis. However lip shape can be deliberately changed by
a subject to a large extent with the change of expression.
Furthermore the color of lip is subject to acquisition
conditions. Hence analysis and recognition of an individual
by lip-shape and lip-color analysis can only work fine in a
constrained scenario. However the local feature points of a lip
image can be exploited as they are invariant to illumination,
rotation, scaling and other affine transforms. Section III-A and
Section III-B discusses review of work by the researchers in
this direction and Section III-C describes the proposed scheme
of applying SIFT and SURF to lip image for identification.

A. Lips Shape Feature Extraction

Researchers in [9], [10] have proposed central, Zernike and
Hu moments to describe geometrical parameters of human lip.
Moreover standard geometrical parameters viz. Malinowska
ratio, Feret ration, Blair-Bliss ratio, Danielsson ratio, Haralick
ratio, Lp1 ratio and Lp2 ratio are also used for analysis of lip
shape. However author in [4] has proposed 9 additional novel
parameters for lips biometrics as follows:

1) Lips width to perimeter ratio
2) Upper to lower lips height ratio
3) Upper lip height to width ratio
4) Lower lip height to width ratio
5) Inner to outer circle ratio



6) Width to middle height ratio
7) Left side upper to lower lip convexity ratio
8) Right side upper to lower lip convexity ratio
9) Indent ratio

B. Lips Color Feature Extraction

Author in [4] has used statistical color features in three
different color spaces viz. RGB, HSV and YUV. Each channels
of the color space is explored separately for feature extraction;
however for monochromatic images, MONO channels are
used. Color feature vector consists of features like maximum
and minimum density of pixels having the most common
intensity present in the image, mean and variance of pixel
coordinates, and slantity [4].

C. Proposed Feature Extraction Through SIFT and SURF

Scale Invariant Feature Transform (SIFT) [5] is a method
to detect local keypoints in a scene which are significantly
important and can represent the scene. The technique has three
steps: keypoint detection by Difference of Gaussian (DoG)
method, 128 dimensional keypoint descriptor computation by
analysing orientation histogram, keypoint matching between
two scenes by nearest neighbor method. The lip images
are rich in features. The features are extracted using SIFT
and matched with the features extracted from another lip
image. If number of keypoints matched is above a threshold,
the lip images are concluded to be from the same subject.
Speeded up Robust Features (SURF) [6] is a method developed
subsequently after SIFT. SURF detects the keypoints by using
Hessian matrix. 64 dimensional descriptors are computed from
the keypoints using Haar wavelet approach. The features
of one image to that of another image are matched by
nearest neighbor method. SURF takes less time than SIFT for
computation due to its low dimensionality of features. These
techniques are applied in the proposed experiment to prove
the existence of unique local features in lip images.

IV. Experimental Results

The experiments of extracting local feature from a gallery
lip image and to match it with local features of probe lip image
have been carried out in this proposed research. To serve the
purpose, 23 images captured from 10 subjects are matched
with each other to generate

(
23
2

)
= 253 test-combinations. Out

of these, 30 test cases represent matching between two lip
images from the same subject. Rest 223 test cases represent
matching between two lip images from different subjects.

In this research, two experiments are carried out for
testing the feasibility to recognise an individual through
lip print. The first experiment uses Scale Invariant
Feature Transform (SIFT) [5] which uses Difference of
Gaussian (DoG) for keypoint detection. In the second
experiment, Speeded up Robust Features (SURF) [6] is applied
where keypoint detection is performed by Hessian matrix.

Performance measures such as False Acceptance
Rate (FAR) and False Rejection Rate (FRR) are calculated
to quantify the efficiency of the system. Accuracy (ACC)

percentage is measured as:

ACC = 100 − FAR + FRR
2

(1)

The d′ index [11] is also calculated which signifies the
separability between the genuine and imposter scores. The
higher the value of d′, higher the separability. The value of d′
is measured as:

d′ =

√
2 |μgenuine − μimposter |√
σ2

genuine + σ
2
imposter

(2)

(a) No. of matches: 17

(b) No. of matches: 16

(c) No. of matches: 14

Fig. 1. Some example of SIFT matching on lip prints of two different subjects

(a) No. of matches: 196

(b) No. of matches: 127

(c) No. of matches: 119

Fig. 2. Some example of SIFT matching on two lip prints of same subject
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(a) Accuracy Curve
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(b) ROC Curve
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(c) Separation between imposter and genuine by SIFT
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(d) Separation between imposter and genuine by SURF

Fig. 3. Accuracy Results

A. Experiment 1: Applying SIFT

Fig. 1 depicts few examples where lip images from two
different subjects are matched. Likewise Fig. 2 depicts few
examples where lip images from same subject are matched.
Each red line between two lip-images represents a match. The
starting and end points of a match denote the two similar

(having same local feature) locations detected in two images
respectively. It is evident from the examples that the number
of matches found in Fig. 1 are less in number compared to
number of matches in Fig. 2. Also it is observable that there
exists some matches in Fig. 1 which are unfeasible, because,
the location of start point of the match and the location of end



point of the match are not from same regions of lip-images. For
example, there may exist a spurious match between left-upper
region of gallery lip image and right-lower region of probe
image.

Table I lists the accuracy percentage along with the FAR
and FRR and d′ index for both the experiments with SIFT and
SURF. The accuracy obtained by applying SIFT is 93.9980%
with FAR and FRR values as 0.8929% and 11.1111%
respectively. The FAR value is very low, signifying the security
of the recognition system.

B. Experiment 2: Applying SURF

Similar observations are made when SURF is applied to
match two lip images. The accuracy attained by SURF is
94.0972% with FAR and FRR values as 6.25% and 5.5556%
respectively as texted in Table I. The value of d′ index for
SURF turns out to be 2.7004 which is less than the value
obtained for SIFT (2.9654). Fig. 3(a), Fig. 3(b) shows the
accuracy obtained at different thresholds and the Receiver
Operating Characteristic (ROC) curve respectively. Fig. 3(c)
and Fig. 3(d) depicts the imposter-genuine score separation
plots indicating the FAR and FRR values at highest accuracy.

TABLE I
Performance measures of SIFT and SURF feature matching approaches

Approach ↓ FAR FRR ACC d′

SIFT 0.8929 11.1111 93.9980 2.9654
SURF 6.2500 5.5556 94.0972 2.7004

V. Conclusion and FutureWorks

The experiments are carried out from images taken with a
camera that is used for the regular use. And the color features
of a lip are not explored in the proposed research. Still the
recognition system exploits the grayscale local features of a lip
images and efficiently matches it with local features of another
lip image. If the color properties of a lip image is explored
for recognition along with local features, the accuracy values
would increase further. The results obtained by applying SIFT

and SURF are substantial enough to experimentally establish
the existence of unique local features in lip images through
which an individual can be recognised.

The future works in this research direction await database
indexing of lip images exploiting color features of a lip image
and to minimise the penetration ratio of the gallery database as
well as increasing the accuracy while identifying an individual.
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