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Abstract—In this paper, we suggest a QoS based OVPN 
framework depending on delay. Now-a-days QoS assurances by 
the service provider network for Optical Virtual Network 
(OVPN) over GMPLS/DWDM network are a demanding factor 
for telecommunication clients. The proposed framework 
computes wavelength dependent delay for all possible OVPN 
connections for a source and destination pair of a client and 
finally setup a qualitatively best OVPN connection and provides 
a guaranteed quality of service (QoS). This framework also 
computes the QoS for different fiber materials in order to choose 
the right material, which can help to improve the QoS for an 
OVPN connection. 

Keywords- delay; general purpose router; traffic control 
manager; optical virtual private network; quality of service; fit 
parameters; OVPN connection.   

I.  INTRODUCTION  
     An anycast service in a QoS- based network requires to 

setup paths with minimum delay guarantees and to select a 
route to provide secure service. As the best effort resource 
scheduling of traditional IP cannot supply sufficient quality of 
service (QoS), optical circuit-switched (OCS) networking 
technologies are considered better suited to support wide 
ranges of QoS computation in advanced scientific applications 
[1]. The recent hot topic is optimal co-scheduling of 
computing resources and network resources [2, 3, 4] for light-
path establishment over optical network. Most of the proposed 
works are based on static scheduling strategies. In this paper, 
we employ Optical Virtual Private Network (OVPN). This is 
also known as layer one VPN (L1VPN) [5] Optical Virtual 
Private Network (OVPN) provides service to the customer in 
the form of optical connection, which also expected to be one 
of the major applications in future optical networks.  OVPN 
can be a favorable approach for realizing the next generation 
virtual private network (VPN) services [6, 7] by providing a 
guaranteed QoS [8]. In this paper, the QoS requirements of the 
client for an OVPN light-path have been considered in terms 
of delay. The network will be specified based on all the QoS 
parameters by estimating end-to-end delay bound [9, 10] for a 
source-destination pair. The main objectives of this paper is to 
when and how to select an OVPN connection for the client 

based on QoS requirement such as delay at the access router. 
The problem can be solved by formulating a mathematical 
TCM model based on the idea of differentiated services [11], 
which maintains the QoS for all the clients. In this research 
work we will consider a GMPLS [12] capable hybrid network 
with general purpose routers (GPR), which is the combination 
of IP and WDM network. The GPRs supports QoS guarantees 
and may be used as access or gateway routers for optical 
switching equipment leading to the core transport network. 

 
        Similar works has been reported in [13, 11, 14, 15]. 

The paper [13] suggest a multicast optical level switched path 
(OLSP) establishment mechanism  for supporting high 
bandwidth multicast services in OVPN and also suggest an 
entire OVPN control mechanism to adapt the operation of the 
routing and signaling protocols of GMPLS. The differentiated 
services architecture [11] works with aggregated flows based 
upon the notion of per hop behaviors. It takes static decision 
for the re-routing of specific flows. RSVP [14] defines a 
purely flow based protocol to ensure about the individual flow 
requirements. Another issues reported in [16], which says how 
Bandwidth broker works centrally and provides QoS to the 
clients. The paper [16] says particularly on QoS based VPN on 
optical WDM network. It says about traffic based guaranteed 
QoS which is fully wavelength and number of applicant 
dependent. In all the above reported works the implication of 
end-to-end QoS support based on quality parameter such as 
delay and bandwidth in IP-WDM domain are not been 
considered.  

 
                 Following this introduction in the next section, the 
network design and problem formulation is explained. TCM 
algorithm for light-path provisioning methods is presented in 
section III. The simulation results are described in section VII. 
Finally in Section VIII concludes the simulation works. 

II. SYSTEM MODEL 
  The model shown in Fig. 1 shows the physical topology of 

the network, consisting of three layers, the Service provider 
layer shown as the outermost layer, the Optical core layer 



which is the innermost Optical network layer [17], and the 
Electronic intermediate layer or also known as IP layer.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1.   Physical Topology 

 
 This is an abstraction of the combined electro-optical 

network which allows us to focus on that portion of the 
network where our innovation applies, i.e. the combined 
electro-optical network. The optical layer provides point-to-
point connectivity between routers in the form of fixed 
bandwidth circuits, which is termed as lightpaths. The 
collection of lightpaths therefore defines the topology of the 
virtual network interconnecting electronics/IP Routers. In IP 
layer the IP routers are responsible for all the non-local 
management functions such as management of optical 
resources, configuration and capacity management, 
addressing, routing, topology discovery, traffic engineering, 
and restoration etc. The IP router communicates with the TCM 
(Traffic Control Manager) of service provider network and 
provides the information about the status of the optical layer. 

 
The service provider layer controls all the traffic 

corresponding to both IP and optical layers. All the routers 
shown in the figure are controlled by the service provider 
(SP). The SP maintains a traffic matrix in a Traffic Control 
Manager (TCM) for all the connected general purpose routers, 
i.e. all the Electronic Gateway Routers (EGR), Electronic 
Access Routers (EAR) and Optical Access Routers (OAR) 
within its domain of control. 

 
The Traffic Control Manager (TCM) maintains the 
computation matrices such as such as delay and fiber material 
constraints for all the GPRs in the network, belonging to all 
the layers.  In the following sections we outline our algorithms 
that carry out the computations necessary for the decisions that 

lead to provisioning/de-provisioning of OVPN connection.    

III. PROBLEM FORMULATION 
We consider a virtual topology model shown in Fig. 2. In 

this model, a number of flows for different applications are 
multiplexed at the source GPR i to destination GPR j, for a 
data-path. This formulation is for the provisioning and de-
provisioning of data-path based on the client requirements and 
existing traffic. The problem formulations are based on QoS 
parameters such as Delay bound which is explained in 
following sections.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.   System Topology Graph 

A.  Delay Model                            
    We estimating the delay requirement for the clients that 

support guaranteed service in terms of end-to-end delay bound.  
In Fig. 1, suppose the delay requirement of flow for (m, n) 
OVPN client pair from source node (SN) s and destination 
node (DN) d is  D (m, n, s, d). The maximum acceptable delay 
between s and d is as follows: 
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Where, m = 1, 2… M and n = 1, 2… N and M and N are the 
total number OVPN clients attached to source s and d 
respectively. 
 

As per the network condition if D(i, j) is the link pair delay, 
then the end-to-end delay is the sum of link delays suffered by 
a connection at all routers along with the light-path p(s, d) and 
computed as follows,    
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Where, according to [18],     
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Where a, b and c are fiber material dependant constants also 
known as fit parameter, ki,λ is the wavelength at ith node and 
its kth light-path.  
                                                                                                 

IV. TCM ALGORITHM FOR FIBER MATERIAL SELECTION 
AND OVPN PROVISIONING 

A. Fiber material selection mechanism 
 

         The fiber material which provides minimum delay 
during route computation that will be considered to be used in 
fiber network back bone. The following is the flow chart for 
the above mechanism. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. OVPN provisioning Mechanism 
 

The TCM algorithm for the provisioning of new OVPN 
based on the equations 1 to 3. The edge GPR aggregates the 
acceptable delay of the flows as mentioned in equation 1. This 
acceptable delay will be compared with the estimated delay 
bound mentioned in (2) in order to find a best suitable OVPN. 
The comparison takes decision, whether to provision an 
OVPN for the requested services as per the following 
conditions. 

 
 

( ) ( )dsnmDdsnmD boundaccept ,,,,,, maxmax ≥               (4)     
                                                                             

V. SIMULATION RESULT AND DISCUSSION             
   In our simulation, we consider the parameter mention in 

Table I we have obtain the best suitable OVPN connection by 
considering Delay as the only quality requirement. In this 
work we have taken three fiber materials such as silica, 
Aluminium Oxide and Beta Barium Borate. We also 
considered the fit parameters (a, b, and c) mentioned in table 3 
based Sellmeier coefficient table for simulation work. 

TABLE I.  PARAMETERS FOR SIMULATION 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          

Figure 3.  Physical topology used for simulation            

            The Fig. 3 shows the basic network topology with 6 
nodes. Here we computed delays and all possible connections 
for three pair of source and destination nodes (1, 4), (5, 3), and 
(1, 6) in-order to choose the best connection based on client 
QoS requirement by applying the OVPN connection setup 
mechanism. 
 
Fig. (4 to 9) shows the plot to compute all possible OVPN 
connections by taking the different fiber materials and 
wavelength for a given source-destination pairs. The delay for 
a path is computed by taking different wavelength values. 
Here the plot shows the best fiber material, which is having 
minimal delay.  This fiber material can be used for the optical 
domain for the reduction of delay occurs during the 
connection setup. 
 
 
 

Parameters Value 
Wavelength (λ) in nm 1280, 1300, 1330 
Fit parameter (Aluminium 
oxide) 

a=1.5586, b=1.52365, 
c=0.010997  

Fit parameter (silicon oxide) a=1.30907, b=1.04683, 
c=0.01025  

Fit parameter (Beta Barium 
Borate) 

a=146357, b=1.26172, 
c=0.01628 

Given Physical Topology 
l  

Consider one fiber material 

Compute all possible Connections with 
delay for a given source –destination pair 

Repeat for different fiber material 

Compare delays of all possible Connections for 
all the fiber materials 

The material which is having minimum delay 
will be selected. 

END 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  . Delay variation with OVPN paths for SN1 to DN4 at 1270 nm for 
different fiber  material 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.  Delay variation with OVPN paths for SN1 to DN4 at 1300nm for 
different fiber  material                       

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.   Delay variation with OVPN paths for SN1 to DN4 at 1340 nm for 
different fiber  material 

        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.   Delay variation with OVPN paths for SN1 to DN6 at 1270nm for 
different fiber  material 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.   Delay variation with OVPN paths for SN1 to DN6 at 1300nm for 
diff fiber  material 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.   Delay variation with OVPN paths for SN1 to DN6 at 1340nm for 
different fiber  material 

 

 

 

 

 

 



TABLE II.  SIMULATION FOR BEST OPVN CONNECTION USING 
ALUMINIUM OXIDE 

 
 
 
Note: PC = Possible Connection, CRN = Connection 
Reference Number, DE = Delay    BOC = Best OVPN 
Connection, CRNA = Connection Reference Number in 
Ascending order, RD = Required Delay of OVPN Clients, 
SOVPNC: Selected OVPN Connection 
 
The table II shows the simulation results for computation of 
overall delay, possible connection and the best OVPN 
connection. We have taken the affordable delay of 21.6 as the 
client requirement for all the source-destination pair and the 
corresponding best connection is shown in the table. For 
example, if a client has delay of 21.6 for the source destination 
pair (5, 3), then in accordance with the proposed algorithm, 
the best OVPN connection will be 5-1-2-3. 

VI. CONCLUSIONS 
 

In this paper we explore the motivation and a QoS based 
framework for OPVN connection setup over WDM/DWDM 
network. We formulate the delay model and its application for 
fiber material selection in-order to opt a suitable OVPN 
connection with minimum acceptable delay. We have 
presented an algorithm for fiber material selection based on 
delay computation as well as a method that determines the 
condition for the provisioning of an OVPN connection. Here 
we have considered delay as the quality parameter to provision 
a best suitable connection as per the client requirements of 
delay in-order to provide better QoS. 
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PC CR
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DE CRN
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RD SOVPN
C 

1 4 1-2-3-4 1 20.30 2 21.6 2 

1-2-4 2 20 1 

1-6-4 3 24.3699 4 

1-5-4 4 20.3082 3 
5 3 5-6-3 1 20 1 21.6 3 

5-1-2-3 2 20.7003 3 

5-2-3 3 24.36 4 

5-4-3 4 20.7 2 

1 6 1-2-3-6 1 21.5029 3 21.6 3 

1-4-6 2 25.8035 4 

1-5-6 3 21 1 

1-2-6 4 21.5 2 
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