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Abstract

A noisy time series, with both signal and noise varying
in frequency and in time, presents special challenges for
improving the signal to noise ratio. A modified S-transform
time-frequency representation is used to filter a synthetic
time series in a two step filtering process. The filter method
appears robust within a wide range of background noise
levels.

1. Introduction

Time series in which both the desired signal and the
undesired noise vary with both time and frequency are
common to many disciplines. In addition, many time series
have added background noise. Fig. 1a shows a synthetic
time seriesh(t), which consists of two chirp signals: one
is a time localized chirp and the other one is present across
the full length of the time series. Fig. 1b shows the same
time series with added uniform gaussian random noise to
the level of -6dB. Two filter procedures are used to reduce
the background noise and the localized chirp signal.

The Fourier amplitude spectrum ofh(t) , H(ω) is shown
in Fig. 2. Since the energy of the time series is spread across
the entire spectra, it is not possible to define a passband and
stopband for filtering in the frequency domain.

A more promising solution to the localized filtering prob-
lem is the time frequency filter [1][2], based on a joint time-
frequency representation (TFR) of the time series, the S-
transform.

We introduce a novel filtering approach, which first re-
moves the background noise from the TF plane before
applying the TF filter. The S transform is modified by
introducing a different scaling rule for the Gaussian window
and is used as the time frequency representation for the
filtering. Localized time frequency filtering is simplified by
extending image processing tools to time frequency filtering.

2. The S Transform

The S transform is a time frequency analysis technique
proposed by Stockwell, Mansinha and Lowe [3], using a
Gaussian window whose width scales inversely, and height
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(a) A synthetic time seriesh(t) is generated byt = −1 : 0.01 : 1.99,
h = chirp (t, 10, 1, 20, ‘quadratic′), t1 = 0 : 0.01 : 1.0, h1 =
chirp (t1, 20, 1, 35, ‘quadratic′), h (100 : 200) = h (100 : 200) +
h1
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(b) The signalh(t) with an additive noise(SNR = −6dB)

Figure 1.

scales directly with the frequency. It provides frequency
dependent resolution while maintaining a direct relation-
ship with the Fourier spectrum. It has been applied in
many diverse fields, such as mechanical engineering[4],
electrical engineering[5], biomedical instrumentation[6] and
geophysics[7]. The S transformS(τ, f) of a signalx(t) is
defined as

S(τ, f) =

∫
∞

−∞

x(t)w(τ − t)e−j2πftdt (1)

wheret represents the time,f the frequency,w the scalable
gaussian window and the quantityτ is a parameter which
controls the position of the Gaussian window on thet-axis.
The gaussian window in the time domain is determined by
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(a) Amplitude spectra ofh(t)
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(b) Amplitude spectra ofh(t) with an additive noise(SNR =
−6dB)

Figure 2.

w(t, σ) =
1

σ
√

2π
e−

t2

2σ2 (2)

where
σ(f) =

1

|f | (3)

is the scaling scheme used. Combining (2) and (3) gives

S(τ, f) =

∫
∞

−∞

x(t)

{ |f |√
2π

e−
(τ−t)2f2

2 e−j2πft

}
dt (4)

which is the complete definition of original S transform. The
S transform window satisfies the normalization condition∫

∞

−∞

w(t, f)dt = 1 (5)

and hence
∫

∞

−∞

S(τ, f)dτ = X(f) (6)

where X(f) is the Fourier transform ofx(t). Averaging
S(τ, f) over all values oft yields X(f), providing a direct
link between the S-transform and Fourier transform. The
inverse S transform is given by

x(t) =

∫
∞

−∞

{∫
∞

−∞

S (τ, f) dτ

}
ej2πftdf (7)

From equation (4) it can be seen that the time localizing
Gaussian translates, while the oscillatory exponential kernel
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Figure 3. Time Frequency representation of a linear
chirp signal using original S transform

remains stationary. Thus the S-transform retains the absolute
phase of the signal [7].

2.1. Generalized S Transform

Fig. 3 shows the TFR of a linear chirp signal using
(4). There is a spread of energy with increasing frequency.
McFadden et al. [4] and later Pinnegar and Mansinha [7]
introduced a generalized S-transform which has a greater
control over the window function. The generalized S trans-
form is given by

S(τ, f, β) =

∫
∞

−∞

x(t)w(τ − t, f, β)e−j2πftdt (8)

wherew is the window function of the S transform andβ
denotes the set of parameters that determine the shape and
property of the window function. For the Gaussian window
wGS , γ is the only parameter inβ, and from (2) and (3),
γ = σ

w(τ − t, f, γ) =
|f |

γ
√

2π
exp

[
−f2(τ − t)2

2γ2

]
(9)

2.2. Modified S Transform

In this paper, we choose a scaling function for the gaussian
window which determinesγ in (9). Thus

γ(f) = ηf + b (10)

whereη is the slope andb is the intercept. The resolution
in time and in frequency depends on bothη andb. We have
determined usable values ofη andb by trial and error. The
modified S transform becomes

S(τ, f, η, b) =

∫
∞

−∞

x(t)
|f |√

2π(ηf + b)
e
−

(τ−t)2f2

2(ηf+b)2 e−j2πftdt

(11)
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Figure 4. Time frequency representation of a linear
chirp signal using Modified S transform, which has a
better energy concentration in the TF plane compared
to original S transform

The modified S transform also satisfies the normalization
condition for S transform windows and hence is invertible.
The parameterγ represents the number of periods of the
Fourier sinusoid that can be contained within one standard
deviation of the Gaussian window. The time resolution, i.e.
the event onset and offset times and frequency smearing, is
controlled by the factorγ. If γ is too small the Gaussian
window retains very few cycles of the sinusoid. Hence the
frequency resolution degrades at low frequencies. Ifγ is
too high the window retains more sinusoids within it and
as a result the time resolution degrades at high frequencies.
It indicates that theγ value should be varied with care for
a better energy distribution in the time-frequency plane.

A typical range ofη is 0.25−0.5 andb is 0.5−3.The vari-
ation of width of window withγ for a particular frequency
component (25 Hz) is illustrated in Fig. 5.

3. The Filtering Approach

Fig. 6 shows the TFR of the time seriesh(t), using the
modified S transform with the parametersη = 0.25 and
b = 1.9. On the TFR there appears a low magnitude back-
ground t-f spectrum, with visible high magnitude spectral
t-f components, which are the two chirp waveforms.

The filtering procedure is performed in two stages. In the
first phase, the background noise is removed and then in the
second stage we remove the time limited and band limited
noise components of the time series.

3.1. Background Noise Removal

A low order ‘best fit’ surface is first developed by least
square fitting of the|S(τ, f)| . The quadratic best fit surface
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Figure 5. Variation of window width with γ for a particu-
lar frequency(25Hz)
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Figure 6. TFR of the time series h(t) using modified S
transform

obtained is shown in Fig. 7. This surface acts as a reference
for removing background noise. The difference between
the S transform plane and the best fit quadratic surface is
derived to form an intermediate surface. All data on the on
the intermediate surface, which are less than three standard
deviations are considered as part of the background noise
spectrum and are removed from the S transform plane. Fig.
8 depicts the TFR ofh(t) after removal of the background
noise utilizing this criterion.

3.2. Localised Noise Filtering

The S transform plane obtained after background noise
removal can be used as a foundation for filtering out local-
ized unwanted signal elements. The ST plane is converted
to an image, and the edges of the image are determined
using a ‘Laplacian for Gaussian’ edge detection technique.
The Laplacian is a 2-D isotropic measure of the2nd spatial
derivative of an image. The Laplacian of an image highlights
regions of rapid intensity change. The Laplacian is appliedto
the image after smoothing the image with a spatial Gaussian



Figure 7. A quadratic best fit surface to the S transform
of h(t), which is used as a reference for filtering out
background noise
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Figure 8. Time frequency distribution of h(t) after
removing background noise

filter in order to reduce its sensitivity to noise. IfI(x, y)
denote the pixel intensity values of an image, the Laplacian,
L(x, y) can be calculated as:

L(x, y) =
∂2I

∂x2
+

∂2I

∂y2
(12)

This operation produces an image that shows the edges
of the signal and noise area as closed loops. The signal
signatures which needed to be retained are ’whiteouted’
using image filling techniques. Morphological dilation [9]is
applied on the image to slightly ‘grow’ the signal regions in
all directions on the image. The growth is intentionally made
more prominent in the frequency direction of the S transform
plane to reduce the artifacts of boxcar type filtering. The
image after dilation forms a filter mask as shown in Fig. 9.
The product of the S transform surface and the filter mask
removes the noise signatures. An Inverse S transform of the
newly obtained S transform plane using (7) gives the filtered
signal.

Figure 9. The time frequency filter mask developed to
filter out time limited and band limited noise of h(t)

4. Discussion and Conclusion

The results of this two stage filtration are checked with the
S transform of the filtered signal (Fig.10). From the TFR, it
is clear that the background noise as well as the time limited
and band limited noise that were present inh(t) have been
successfully removed and no extra signal components have
been introduced.
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Figure 10. S transform of h(t) after removing both the
background noise and the localized noise

A second check is through the Mean Square Error (MSE)
between the difference of the original and the filtered time
series. The MSE is defined as

MSE =

∑
N

[
h(t) − h̃(t)

]2

N
(13)

where h(t) is the original time series,̃h(t) is the filtered
time series andN is the length of the time series. Table
1 shows the MSE comparison for different Signal to Noise
Ratios(SNRs).

This paper introduced a Modified S transform which has
a better energy concentration in the time frequency plane
compared to the original S transform. We have successfully
demonstrated a new filtering scheme to remove background
noise and localized noise from noisy time series. More work
needs to be done to make this method operate for highly
noisy signals.



SNR (dB) MSE
-6 0.0456
-3 0.0261
3 0.0128
10 0.0102
20 0.0100
30 0.0100
40 0.0100

Table 1. Error Analysis
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